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Abstract
This thesis consists of two independent parts. In the first part, our pri-
mary focus is to investigate the existence of isomorphs in the Gay-Berne
(GB) model’s phase diagram. In the second part, we studied the validity of
single-parameter aging through computer simulations.

Isomorph theory has been studied in the Glass and Time group at
Roskilde University for the last decade. Roskilde simple systems, have in-
variant curves of structure and dynamics in their phase diagrams. These
curves are called isomorphs.
In this thesis, we investigate the existence of isomorphs in the phase di-
agram of GB models. The GB model is a standard and popular model
for studying liquid crystals’ phase behavior through computer simulations.
We first investigated the GB model with parametrization leading to dis-
cotic liquid crystals at low temperatures. In the isotropic phase and at high
temperatures, we found a strong virial potential energy correlation which
is the criterion for the existence of isomorphs. We studied one isomorph
and showed that the reduced structure and dynamics are invariant along
the isomorph. Afterward, we described the isomorph by the constant den-
sity scaling exponent equal to 11.5. This value is significantly larger than
the density scaling exponent of various Lennard-Jones models that are often
below 6.
In the next step, we studied the GB model with a choice of parameters corre-
sponding to calamitic (rod-shaped) molecules. We focused on the isotropic,
nematic, and smectic phases. We found strong correlations between virial
and potential energy in the isotropic (close to nematic), nematic, and smec-
tic phases. We investigate the level of invariance in dynamics by plotting the
data for the reduced auto-correlation functions of mean-square displacement,
velocity, angular velocity, etc. We demonstrate the invariance from the ra-
dial distribution function and second-ranked orientational pair-correlation
function for the structure. It is worth mentioning that the investigation of
the smectic phase is still ongoing and is not finished yet.

In the second part, we studied physical aging through computer simu-
lations. Here we used standard Lennard-Jones to simulate the interactions
between particles. We monitored the time evolution of the following quan-
tities: potential energy, virial, averaged squared force, and the Laplacian of
the potential energy. Although we studied significantly larger jumps com-
pared to the experimental studies, our results confirm the single-parameter
aging scenario to a good approximation. Finally, we demonstrate by com-
puter simulations that physical aging can be predicted from thermal equi-
librium fluctuations.
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Resumé
Denne afhandling består af to uafhængige dele. I den første del er vores
primære fokus at undersøge eksistensen af isomorfer i Gay-Berne (GB) mod-
ellens fasediagram. I den anden del har vi studeret validiteten af enkeltpa-
rameter aging ved hjælp af computersimuleringer.

Isomorfteori har været studeret i Glas og Tid gruppen på Roskilde Uni-
versitet i de sidste omkring 10 år. Roskilde simple systemer har invariante
kurver af struktur og dynamik i deres fasediagram. Disse kurver kaldes iso-
morfer.
I denne afhandling undersøger vi eksistensen af isomorfer i fasediagrammet
af GB modeller. GB modellen er en populær standardmodel til studiet
af flydende krystallers fasediagram ved hjælp af computersimuleringer. Vi
studerede først GB modellen ved parametrisering som førte til diskformede
flydende krystaller ved lave temperaturer. I den isotropiske fase og ved høje
temperaturer fandt vi en høj korrelation mellem virialet og den potentielle
energi, hvilket er kriteriet for eksistensen af isomorfer. Vi studerede en iso-
morf og viste at den reducerede struktur og dynamikken er invatiante langs
isomorfen. Dernæst beskrev vi isomorfen vha dens konstante densitetsska-
leringseksponent på 11.5. Denne værdi er betydeligt højere end densitetsska-
leringeksponenten af typiske Lennard-Jones modeller som oftest er under 6.

Vi studerede dernæst GB modellen med paramterværdier svarende til
calamitic (stavformede) molekyler.Vi fokuserede på den isotropiske nema-
tiske og smektiske fase. Vi fandt stærk korrelation mellem virial og potentiel
energi i den isotropiske (tæt på nematisk), nematiske og smektiske fase. Vi
undersøger graden af invarians i dynamikken ved at plotte data for den
reducerede autokorrelationsfunktion af middelkvadratafvigelse, hastighed,
vinkelhastighed, osv. Vi demonstrerer invariansen af den radiale fordel-
ingsfunktion og andenrangs orienteringsmæssig par-korrelationsfunktion for
strukturen. Det er værd at nævne, at undersøgelsen af den smektiske fase
stadig er i gang og ikke er afsluttet.

I anden del studerede vi fysisk aging gennem computersimuleringer. Vi
undersøgte tidsudviklingen af følgende størrelser: potentiel energi, virial,
middelkvadreret kraft og Laplacian af den potentielle energi. Selvom vi
studerede betydeligt større spring sammenlignet med de eksperimentelle
studier, bekræftede vores resultater enkeltparameter aging scenariet med
god tilnærmelse. Slutteligt demonstrerer vi gennem computersimuleringer
at fysisk aging kan forudsiges ved hjælp af termiske ligevægtsfluktuationer.
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Chapter 1

Introduction

This thesis investigates two separate topics. In the first part, we study iso-
morph theory and liquid crystals, and in the second part, our primary focus
is on physical aging. This chapter aims to provide a good storyline for the
thesis and a brief introduction to the field of study and how the thesis con-
tributes to it.

1.1 States of Matter
High school teaches that there are three classical states of matter: solid,
liquid, and gas. One can distinguish these three states by looking at the
properties of matter. All matter are made up of atoms and molecules re-
gardless of what state the matter is in. Each constituent atom has a specific
kinetic energy that allows the atom to move around [1].
In a solid state, the atoms are tightly bonded to form a single unit that
often does not change shape. By heating up, the solid atoms can get more
energy to move, which could weaken the bonds between atoms and gradually
changes the solid into a liquid.
Compared to the solid state, atoms in a liquid are loosely bonded; this is
a flexible bond that allows the atoms to move around. This explains why
a liquid can change shape. Heating a liquid could give the atoms enough
energy to break this bond and become a gas.
In a gas, there are no bonds between atoms. A gas can change shape and
volume depending on the situation. All these explained processes are re-
versible, so one can change a gas to a liquid and a liquid to a solid. A
good everyday example of changing state would be water. Below 0◦C, wa-
ter freezes and becomes a solid, and heating it up to 100◦C will change it

1



Chapter 1

to a gas.

1.2 Phase diagram and phase transition

Generally, a phase diagram is a tool to show conditions at which thermody-
namically distinct phases (states) occur and coexist at equilibrium. A phase
contains lines of phase boundaries. Along these lines, multiple phases can
coexist at equilibrium. Only one phase (solid, liquid, gas, etc.) can exist
at any region separated by these lines. Phase diagrams are specific for each
material and mixture.
Fig. 1.1 is the pressure-temperature phase diagram of water.

Figure 1.1: Simplified phase diagram of water taken from [2]
.

1.3 Liquid crystals

Going beyond typical high school teaching, there are also intermediate states
of matter between solid and liquid, like plastic crystal, liquid crystal (LC),
etc [3]. A plastic crystal is a crystal whose constituent atoms or molecules are
weakly interacting and possess some orientational degrees of freedom. The
name plastic here refers to mechanical softness. Liquid crystals are a class
of materials that exhibit unique physical properties, including anisotropic
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optical, electrical, and mechanical properties, that make them attractive for
a wide range of applications in electronics, display technologies, and sensors
[4–6]. However, the study and simulation of the phase diagram of liquid
crystals are complicated by a number of factors, including the complexity
of their molecular structure, the anisotropic nature of their intermolecular
interactions, and the presence of multiple phases and phase transitions [7].

One of the key challenges in studying the phase diagram of liquid crystals
is the complexity of their molecular structure. Liquid crystals are typically
composed of elongated or disc-shaped molecules that exhibit anisotropic
shapes and orientations. These molecules can form a variety of different
phases, depending on the temperature, pressure, and other external factors.
The phase behavior of liquid crystals is determined by the intermolecular
interactions between the molecules, which can be highly anisotropic and
dependent on the relative orientations of the molecules.

Another challenge in studying the phase diagram of liquid crystals is
the presence of multiple phases and phase transitions. Liquid crystals can
exhibit a wide range of different phases, including nematic, smectic, chiral,
and columnar phases, each of which has its own unique physical properties
[6]. In addition, liquid crystals can undergo a variety of phase transitions,
including melting, solidification, and mesophase transitions, which can com-
plicate the analysis of their phase behavior.

1.4 Density scaling and isomorph theory

Generally, a phase diagram is two-dimensional (pressure-temperature or
density/volume temperature) and could be complicated depending on the
system under study. Density scaling is a powerful approach in physics that
can help to simplify the study and simulation of the phase diagram of liquid
crystals. The density scaling approach is based on the observation that the
dynamics of a system are invariant under rescaling of the interparticle sep-
aration, which is a fundamental length scale that governs the interactions
between the molecules in the liquid crystal.

By rescaling the interparticle separation in a liquid crystal using a scaling
parameter that is proportional to the density, the dependence of the phase
behavior on the density can be eliminated, allowing for a more accurate
and efficient description of the system. Simply saying, plotting data (for the
dynamics) as a function of a single thermodynamic parameter, ργ/T , results
in a collapse, where γ is the density scaling exponent and, in most cases,
determined by fitting [8–11]. In particular, the density scaling approach
can be used to describe the thermodynamic properties of a wide range of
liquid crystals, including those with different intermolecular potentials and
different molecular structures.
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The density scaling approach can also be used to study the behavior
of liquid crystals near critical points, where the thermodynamic properties
exhibit universal behavior that is independent of the specific details of the
system. In this way, the density scaling approach can provide insights into
the underlying physics of liquid crystals and help to guide the design of new
materials with tailored properties [12, 13].

The glass and time research group at Roskilde University introduced a
new framework called isomorph theory, inspired by density scaling, to study
material phase behavior more easily [14]. Isomorphs are lines in phase dia-
grams where dynamics and structures remain constant. Along an isomorph,
no phase transitions occur, making the phase diagrams simpler and one-
dimensional. This study focuses on finding isomorphs in the phase diagram
of liquid crystals through computer simulations. Finding isomorphs in the
phase diagram of an LC would help us to overcome the challenges of study-
ing the LC’s phase diagram mentioned earlier. Chapter 2 explains what
isomorphs are and how to identify them in a phase diagram. Chapter 4 de-
tails the models and techniques used for the simulations. Chapter 5 presents
all the results from the computer simulations, and the final chapter 7 pro-
vides a brief conclusion.

1.5 Physical aging

As mentioned earlier, this thesis spans two different research topics. In the
second part, which is a smaller project, we study physical aging through
computer simulation.
In physics, physical aging is a phenomenon observed in certain materials,
particularly glasses and polymers, which experience changes in their prop-
erties over time, even at a constant temperature [15–17]. This aging process
occurs without any external stresses or changes in the material’s environ-
ment and has been extensively studied in condensed matter physics and
materials science.
Physical aging is primarily observed in amorphous materials. When these
materials are rapidly cooled from a high-temperature liquid state to a solid
state, they retain some of the disordered structure and dynamic properties
of the liquid phase. As a result, they exhibit characteristics of both a solid
and a liquid.
The aging process arises from the slow relaxation of amorphous materi-
als, which become kinetically trapped in metastable configurations. These
trapped states are not in their equilibrium positions, and the material may
not fully relax to its stable ground state over time. The relaxation process
occurs very slowly, leading to the time-dependent changes observed in the
material’s properties.
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Physical aging is a manifestation of the non-equilibrium nature of amor-
phous materials. These materials exist in a metastable state, far from their
equilibrium configuration, and the aging process is a consequence of their
slow approach toward equilibrium.
The kinetics of physical aging depend on various factors, such as the ma-
terial’s composition, structure, and the temperature at which aging oc-
curs. Higher temperatures accelerate the relaxation process, causing faster
changes in material properties, while lower temperatures slow down the ag-
ing process.
Rejuvenation and overaging are interesting phenomena related to physical
aging [18]. Rejuvenation occurs when a material is subjected to elevated
temperatures, temporarily erasing the aging effects. However, when the
material is cooled back to a lower temperature, the aging process resumes.
Overaging, on the other hand, is observed when materials age for an ex-
tended period, leading to a more pronounced change in properties than
predicted by traditional models.

The concept of material time is a fundamental aspect of physical aging
in amorphous materials. It refers to the idea that the relaxation or aging of
a material depends not only on the actual time that has passed but also on
the material’s thermal history, i.e., the temperature and time-temperature
history it has experienced since its formation or processing [17, 19–21].
In amorphous materials, when they are rapidly cooled from a high-temperature
liquid state to a solid state, they may retain some of the disordered struc-
tures and dynamic properties of the liquid phase. These materials are in a
metastable state, far from their equilibrium configuration. As a result, the
molecules or atoms are kinetically trapped in these metastable configura-
tions.
Over time, these trapped states slowly relax towards their equilibrium con-
figurations, a process known as physical aging. The relaxation of the mate-
rial depends on how long it has been at its aging temperature (actual time)
but is also significantly influenced by the temperature at which aging occurs
(thermal history).
To illustrate the concept of material time, consider two samples of the same
amorphous material that have been cooled to the same aging temperature
but at different rates. Sample A is cooled slowly, allowing enough time for
the molecules to find more stable configurations. Sample B is cooled rapidly,
trapping the molecules in less stable configurations.
Even though both samples are at the same aging temperature, Sample A,
which experienced slower cooling, will have aged more than Sample B, which
experienced rapid cooling. This is because Sample A has had higher "mate-
rial time" at the aging temperature to relax towards its equilibrium config-
uration.
In practical terms, the concept of material time means that the aging pro-
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cess of an amorphous material can be accelerated or decelerated by changing
the temperature at which it is aged. Higher temperatures accelerate aging
because more molecular rearrangements occur in a shorter time, while lower
temperatures slow down the aging process.

The so-called TN formalism is the standard framework for studying ag-
ing. Material time is an essential concept for TN formalism. One can say
material time is similar to the proper time concept in the theory of rela-
tivity. During an aging process, the clock rate (clock rate is a measure of
how fast the material time varies over time) also ages, leading to nonlinear-
ity in temperature variation. An important assumption in TN formalism
is both the measured quantity and the clock rate are controlled by a single
parameter. If single-parameter aging is obeyed, one can predict the relax-
ation function of one jump in temperature (Tstart → Tend) by knowing the
relaxation function of another jump [22, 23].

The primary goal is to validate the single-parameter formalism by sim-
ulation. Despite the fact that we studied significantly larger temperature
jumps compared to those of simulation studies, our results conform to the
single-parameter aging scenario. Chapter 6 first provides a more detailed
introduction to physical aging, TN formalism, and single-parameter aging,
then presents all the computer simulation results.
In Chapter 7, the thesis provides a brief review of the conclusions of the two
topics (isomorphs in LCs, single-parameter aging). Appendix A provides
a detailed definition of force and torque calculation of the liquid crystal
model under study. Appendix B contains all the consistency checks we
made with the literature to ensure our package works appropriately. Ap-
pendix C presents the results of extra ismorphs we found in isotropic and
nematic phases of both disc-shaped and rod-shaped molecules. Appendix
D shows the results of the two isomorphs we found in the smectic phase of
rod-shaped molecules, and finally, we gathered all 6 resulting papers of this
Ph.D. studies in Appendix E.
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Chapter 2

Isomorph Theory

This chapter provides a definition of Roskilde simple systems and a general
overview of the isomorph theory. Isomorph theory has been developed in a
series of publications from the Glass and time group at Roskilde University
(Bailey et al. [14, 24], Gnan et al. [25], Ingebrigtsen et al. [26], Schrøder
et al. [27, 28], Pedersen et al. [29], and Dyre et al. [30, 31]).

2.1 Roskilde Simple Liquid

Traditionally, a simple liquid is defined as a many-body system with isotropic
pair-interaction. Here "simple" refers to mathematical simplicity rather than
to the system’s behavior. In 2012, Ingebrigtsen et al. established a new def-
inition for simple liquids [26]. In this new definition, simple liquids are
identified by strong virial potential energy correlations in the NV T ensem-
ble, i.e., constant number of particles N , volume V , and temperature T .
Virial is the configurational contribution to pressure, i.e., pV = NkBT + W
and is defined by [7]

W = −1
3

∑
i

ri · ∇riU, (2.1)

where ri is the position of ith particle and U is the potential energy. The
simplicity in this new definition refers to the system’s behavior. To avoid
confusion with strongly correlated systems in quantum physics, these sys-
tems are referred to as Roskilde simple systems (R-simple systems). [32–34].
Isomorph theory has been developed over the last decade [14, 24, 25, 27, 29,
35–40]. The theory was built based on the strong correlation between the
configurational part of the pressure, namely virial, W , and potential energy,
U , equilibrium fluctuations in a canonical ensemble of liquids, solids, and
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Figure 2.1: Correlation between potential energy and virial of a Lennard-
Jones system at (ρ, T ) = (1.0635,2.0). Instantaneous deviations from the mean
equilibrium value of the potential energy and virial per particle normalized by
their standard deviations. The collapse indicate strong crrolation between U
and W . Taken from Ref. [42].

gases [25, 37, 41].

Fig. 2.1 shows how W and U equilibrium fluctuations are strongly cor-
related for a Lennard-Jones system. This strong correlation leads to identi-
fying the so-called isomorphs in R-simple systems [25].

One can evaluate the degree of correlation of the system under study by
calculating the standard Pearson correlation coefficient,

R(ρ, T ) = ⟨∆W∆U⟩√
⟨(∆W )2⟩⟨(∆U)2⟩

, (2.2)

where angular brackets ⟨⟩ denote NV T ensemble average, ∆ denotes devi-
ation from equilibrium mean value, ρ and T are density and temperature
respectively. A system is R-simple when R > 0.9. It has been shown that
isomorphs can exist in systems with R < 0.9 [36, 41]. Since R has state point
dependency, strong correlations only appear in some region of the phase di-
agram and usually R decreases by getting closer to the critical point [43].
For R-simple systems one can write

∆U ∼= γ∆W, (2.3)
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Figure 2.2: Scatter plot W − U correlation for a Lennard-Jones system at
(ρ, T ) = (1.0635,2.0). The system is R-simple with R = 0.99 and γ = 4.91.
Taken from Ref. [42].

where γ is a state point dependent quantity. γ is the slope of W − U
correlation (see Fig. 2.2) and can be evaluated by linear regression [44–46],

γ(ρ, T ) = ⟨∆W∆U⟩
⟨(∆U)2⟩

. (2.4)

2.2 Isomorph Theory

Consider a system of N particles; the microconfiguration R denotes the
coordinate vectors of all particles, i.e., R ≡ (r1 . . . rN ). For any microcon-
figuration with density ρ, the reduced coordinates are defined by R̃ ≡ ρ1/3R.
The original definition of isomorph theory states that, for a R-simple system
if two state points (ρ1, T1) and (ρ2, T2) have the same reduced coordinates
R̃ = ρ

1/3
1 R1 = ρ

1/3
2 R2, their canonical Boltzmann factors are proportional,

exp [−U(R2)/kBT2] ∼= C exp [−U(R1)/kBT1] , (2.5)

where C is a constant and kB is the Boltzmann constant. An IPL (inverse
power-law) system with U(r) ∝ r−n, where r denotes pair distance, obeys
Eq. 2.5 with C = 1. For other R-simple systems it has been shown that Eq.
2.5 is a good approxiamtion [25].

9
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In 2014, Schrøder and Dyre reformulated isomorph theory in a more
general way by referring to the potential function of R-simple systems [28].
For a R-simple system, consider two configurations with potential energies
U(R1) and U(R2). If U(R1) < U(R2), the ordering of potential energies
remains intact through a uniform scaling,

U(R1) < U(R2) ⇔ U(λR1) < U(λR2), (2.6)
where λ is the scaling factor.

The entropy of any system can be written as the sum of the entropy
of ideal gas, Sid, at the same density and temperature and an additional
term, Sex, associated with the interaction between particles. For an ideal gas
Sex = 0, and any other systems Sex < 0. By considering microconfigurations
at the same ρ with the same U(R), one can write

Sex(R) ≡ Sex(ρ, U(R)). (2.7)

Now U(R) can be expressed as a function of ρ and Sex

U(R) = U(ρ, Sex(R)). (2.8)

Eq. 2.8 is valid for any system, but in the case of R-simple systems it is
of particular interest as it used to find curves of invariant structure and
dynamics. It has already been shown that for R-simple systems, if two
microconfigurations obey Eq. 2.6 they have the same excess entropy, i.e.,
Sex(R1) = Sex(R2) [28]. The invariance of excess entropy under uniform
scaling implies that Sex for R-simple system only depends on reduced con-
figuration,

Sex(R) = Sex(R̃), (2.9)
and we can rewrite Eq. 2.8 as

U(R) = U(ρ, Sex(R̃)). (2.10)

Eq. 2.10 establishes the connection between the microconfiguration poten-
tial energy and equilibrium averaged potential energy, and it can be use to
show the invariance of structure and dynamics in the isomorph theory.

It is important to note that isomorph invariance only occurs in reduced
units. In such units, the length l0 unit is defined by the density ρ ≡ N/V ,
the energy unit e0 is defined by the temperature, and the time unit t0 is
defined by the density and thermal velocity;

l0 = ρ−1/3 , e0 = kBT , t0 = ρ−1/3
√

m/kBT .

To show the invariance of structure and dynamics along an isomorph,
we just need to show that Newton’s second law of motion is invariant, in
reduced units, along an isomorph. The reduced Newton’s second law is

10
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d2R̃
dt̃2 = F̃(R) ≡ F(R)ρ− 1

3

kBT
, (2.11)

the vector force, F, contain the force of all particles and can be obtained
by F = −∇U . For R-simple systems from Eq. 2.10 that U is function of
reduced coordinates R̃. So we can write

F = −∇U(ρ, R̃) = −∂U(ρ, Sex)
∂Sex

∣∣∣∣∣
ρ

∇Sex(R̃), (2.12)

by substituting ∇ = ρ1/3∇̃ and ∂U/∂Sex

∣∣∣
ρ

= T , we have

F = −ρ
1
3 T ∇̃Sex(R̃). (2.13)

Now the reduced force is a function of reduced coordinates, R̃, and con-
sequently is invariant along an isomorph. This means that structure and
dynamics are invariant along an isomorph in reduced units [28].

2.3 Generating Isomorphs
There are different ways to generate isomorphs. The one that we used here
in this study is based on invariant excess entropy curves, i.e., configurational
adiabats.

Along a configurational adiabat dSex = 0, one can write

dSex =
(

∂Sex

∂T

)
V

dT +
(

∂Sex

∂V

)
T

dV = 0. (2.14)

From Maxwell volume-temperature relation we know,(
∂Sex

∂V

)
T

=
(

∂(W/V )
∂T

)
V

,

so we rewrite Eq. 2.14 as(
∂Sex

∂T

)
V

T d ln T =
(

∂W

∂T

)
V

d ln ρ. (2.15)

Considering dU = T dSex − (W/V )d V we have,(
∂U

∂T

)
V

d ln T =
(

∂W

∂T

)
V

d ln ρ, (2.16)

using fluctuation relation
(

∂W
∂T

)
V

= −⟨∆W ∆U⟩ and
(

∂U
∂T

)
V

= −⟨(∆U)2⟩
[25], and Eq. 2.14 for γ lead to

γ =
(

∂ ln T

∂ ln ρ

)
Sex

= ⟨∆W ∆U⟩
⟨(∆U)2⟩

. (2.17)
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Eq. 2.17 is general and used to identify configurational adiabats in the
phase diagram of any system [25]. If a system has isomorphs, Eq. 2.17 can
be use to trace out isomorphs without knowing the equation of state. For
a given state point, (ρ1, T1), one can calculate γ using Eq. 2.4. Afterward,
by scaling the system to a slightly different density, ρ2, and numerically
solving γ =

(
∂ ln T
∂ ln ρ

)
Sex

from Eq. 2.17, one can evaluate T2 for which (ρ1, T1)
and (ρ2, T2) are on the same isomorph. In this work we use fourth-order
Runge-Kutta integration [47] to generate isomorphs with a density step of
approximately 1%.
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Introduction to Liquid
Crystals

This chapter provides a general overview of what a liquid crystal is. There
are two main types of liquid crystals; thermotropic and lyotropic. This
chapter is mainly about the thermotropic liquid crystals, its applications,
and different phases formed by them where the constituent molecules are
rod-shaped or disk-shaped.

3.1 Introduction

The liquid crystal (LC) or mesomorphic is a state of matter that has the
properties between conventional liquids and solid crystals [48]. For instance,
LCs can exhibit some liquid-like properties such as fluidity, inability to sup-
port shear, etc.; on the other hand, they show some crystal-like anisotropy
in optical properties. The most well-known application of LCs is in the dis-
play technology.

There are two main categories of liquid crystals; "thermotropic" and
"lyotropic". For the case of thermotropic, a phase transition occurs as tem-
perature changes. By increasing temperature, the energy will increase and
consequently motion of the molecules will induce a phase transition; the
LC will become an isotropic liquid. Here the molecules are mainly elon-
gated (ellipsoids, rod, etc.) or disk-shaped. Due to this shape anisotropy,
molecules tend to align with each other (not everywhere in the phase dia-
gram). Usually, they are referred to calamitic (for elongated molecules) and
discotic (for disk-shaped molecules) mesogens in the literature. Lyotropic
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LCs are formed by amphiphile molecules (An amphiphilic molecule refers
to any compound that contains two distinct covalently bonded components)
in a given solvent under specific conditions of concentration, temperature,
and pressure [49, 50]. A soap and water mixture is an everyday example of
lyotropic LCs.

LCs are essential materials in applications, especially in the liquid crystal
displays (LCDs) technology [51, 52]. They are sensitive to the external field.
One can control the orientation of molecules by applying an electric field
through LCs. Since LCs do not emit light directly, as illustrated in Fig.
3.1, external light is polarized before entering the twisted-nematic film. The
inner surfaces of the film is coated with conductive polymer to apply and
control voltage. Due to the applied electric field, molecules are aligned from
one spiral surface to the other surface. Through the twisted film, the axis
of polarization rotates gradually and continuously. If the final layer of LC’s
orientation matches the second polariser’s angle, the light can pass. We can
break the twisted structure, and light can not pass by applying an external
field. Although the twisted-nematic LCDs are economical, their view angles
and contrast are low. They are preferred in low-cost applications such as
digital clocks, energy meters, metering controls, etc. The main advantages of
LCDs compare to the others displays are fast response time, high resolution,
and energy efficiency.

Figure 3.1: schematic working structure of a twisted-nematic liquid crystal
display. As shown in the lower panel, by applying a voltage we can brake the
twisted structure and block the light. Taken from Ref. [53].
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3.2 Liquid Crystal Different Phases

3.2.1 Mesophases Formed by Elongated Molecules

In 1880 the first liquid crystal discovered consisted of rod-shaped molecules
[54]. According to the long-range molecular arrangement, the mesophases
formed by rod-shaped molecules can be classified into three groups: nematic,
chiral nematic, and smectic. By looking at the long-range orientational
order, one can easily distinguish all these mesophases from the isotropic
phase. The molecules tend to align along a preferred axis called the director.
The orientational order parameter, S, measures how much molecules are
orientationally ordered.
For the symmetric molecules, S is defined as:

S = ⟨
(
3 cos2 β − 1

)
/2⟩, (3.1)

where β is the angle between the symmetric axis of a molecule and the direc-
tor, n, and angular bracket, ⟨⟩, denotes statistical average. The value S = 1
refers to a crystal phase with perfect parallel order, while S = 0 means a
complete disorder as in the isotropic phase. Moreover, in liquid-crystalline
mesophases, S takes intermediate values (0 < S < 1), which are strongly
temperature-dependent, as they should be in thermotropic liquid crystals.

G. Friedel invented the word nematic, which has a Greek origin "νηµα =
thread" and refers to thread-like defects in LCs. Fig.3.2 shows a schematic
representation of molecular orientation in the nematic phase of a LC con-
sisting of rod-shaped molecules. As it is clear, there is no long-range order
in the centers of mass positions. This implies that the spatial positions of
the molecules appear to be uncorrelated with respect to their center of mass,
and they are similar to liquids. In fact, nematics do flow like liquid. On
the other hand, there are some orientational orders in the nematic phase.
The unit vectors, ê, of molecules tend to be aligned along a preferred axis.
The nematic phase occurs only with achiral molecules (achiral objects are
superimposable with their mirror images).

Figure 3.2: schematic orientation of particle in nematic phase from both par-
allel and perpendicular point of view. Taken from Ref. [55].

The nematic phase is a special case of the chiral nematic phase; a nematic
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can be considered as a chiral nematic with an infinite pitch. Here, in this
case, a local nematic ordering is observable at any point through the LC. By
getting away from the point perpendicular to the director, the local ordering
will rotate in a helix way along a preferred axis (see Fig. 3.3), and a long-
range helical structure will be formed. The pitch, p, defines as the distance
that the director rotates 2π.

Figure 3.3: schematic of director rotation through a chiral nematic LC. Taken
from Ref. [55].

Smectic, was used by Frield to refer to mesophases, from the Greek
"σνηγνα = soap", for mesophases which have mechanical properties similar
to soap. Many different smectic phases have been identified (SA, SB, SC, ...)
[56], and they are classified based on the long-range ordering. All the smectic
phases have layer structures with long-range orientational order. Smectic
phases generally happen at lower temperatures compared to the nematic
and chiral nematic because they have a higher degree of positional ordering.
Among all smectics, SA is the one with a less ordered structure; there is only
a short-range positional ordering within or in some cases between layers (see
Fig. 3.4). Hence, each layer is a two-dimensional liquid, but still, there is
a long-range orientational ordering. SB is similar to SA; the molecules here
tend to form hexagonal structures within layers. SC is like SA, but the
molecules are tilted. Each layer is still a two dimensional liquid.

3.2.2 Mesophases Formed by Disk-shaped Molecules

It was 1923 when Vorländer discovered that disc-shaped molecules could
form mesophases [57]. Afterward, Chandrasekhar et al. synthesized the
very first discotic liquid crystal [58]. Like rod-shaped molecules, discotic
molecules align with their symmetry axes (the symmetry axis is normal to
the plane of discs) parallel, and the result is the formation of three main
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Figure 3.4: schematic of different smectics; a)SA, b)SC and c)SB . Taken from
Ref. [55].

phases: discotic nematic, columnar, and discotic smectic.
Similar to the standard nematic discussed earlier, discotic nematic is the
simplest mesophase formed by disc-shaped molecules. The first example of
it was discovered by Tinah et al. in 1979 [59]. Although there is a short-
range positional correlation, the molecules are translationally disordered,
yet the long-range orientational order remains intact.
The columnar phase was the first discotic phase that was discovered [58].
Here the molecules are stacked on columns. The columns have 2D long-range
translational ordering and long-range orientational ordering. Within each
column, molecules can be ordered, CO, or disordered, CD, which forms liquid
along with the column. The molecules can also be perpendicular or tilted
with respect to the column’s normal. Moreover, the columns can be parallel
or tilted while forming hexagonal or different types of rectangular lattices.
In the discotic smectic phase, there is no translational ordering within the
layers. The symmetry axis of each molecule can be perpendicular or tilted
(similar to smectic C) with respect to the layer’s normal [60, 61]. There is
also a discotic columnar smectic phase inwhich molecules within each layer
form columns (similar to smectic B) [62].
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Method and Models

This chapter gives a basic overview of computer simulation methods and
molecular models of liquid crystals. These models divide into two main
groups; Hard Particles, and Soft Particles models. Here we review some of
the important and relevant studies in the literature.

4.1 Molecular Dynamics

Computer simulation is an essential and powerful tool to study and in-
vestigate liquid crystals. It has been used to study phase transitions [63],
viscosities [64–66], elastic constant [67–69], etc. Molecular Dynamics is a
computer simulation technique for computing a classical many-body sys-
tem’s equilibrium and transport properties [70].
In general, Molecular Dynamics simulations are very similar to real experi-
ments. In an actual experiment, we prepare a sample of the desired material
and connect it to a measuring device, for instance, a thermometer. We mon-
itor the sample over time and measure the properties of interest. We do a
time average over the measured properties to overcome the statistical noises.
The longer the average, the more accurate the result is.
In Molecular Dynamics simulations, we follow the same procedure. First,
we start with a model system consisting of N particles and solve Newton’s
equation of motion until we reach equilibrium. After equilibration is com-
pleted, we perform the actual measurements.

In Molecular Dynamics, we can measure any observables which can be
expressed as a function of the position and momenta of particles. For average
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kinetic energy per degree of freedom, we have

⟨1
2mv2

i ⟩ = 1
2kBT, (4.1)

where m is the mass, vi is the velocity vector of particle i, kB is the Boltz-
mann constant, and T is the kinetic temperature. In simulations, we can
measure the total kinetic energy of the system and divide it by the number
of degrees of freedom Nf (3N − 3 for a system of N particles with fixed total
momentum). The fluctuation of instantaneous temperature can be written
as,

T (t) =
N∑

i=1

miv
2
i (t)

kBNf
. (4.2)

Several methods can be applied to reduce the computational time of the
simulations. Most molecular dynamics simulations only consider pair inter-
action and neglect higher orders. For a system consisting of N molecules,
the potential energy can be written in terms of individual, pairs, triplets,
etc. molecules,

U(r1, r2, . . . , rN ) =
∑

i

U1(ri) +
∑

i

∑
j>i

U2(ri, rj)+

∑
i

∑
j>i

∑
k>j>i

U3(ri, rj , rk) + . . . (4.3)

where r is the positional vector of each particle. The first term in the
equation mimics the behavior of an external field, and the rest represent the
intermolecular interactions. The second term, U2(ri, rj), also known as the
pair potential, is the potential interaction between all pairs of molecules and
has a significant contribution to the total energy. Since the higher terms are
expensive from the computational point of view, they are usually neglected.
The force calculation is the most expensive process of Molecular Dynamics
simulations. Since most potentials are short-range, we can truncate them at
the cut-off distance rc. Beyond rc, the potential is set to zero. The smaller
the cut-off, the smaller the number of force calculations. The proper value for
rc depends on the system under study. Potentials are often shifted vertically
to make the it continuous at the cut-off,

Ucut(r) =
{

U(r) − U(rc) r ≤ rc,
0 r > rc.

(4.4)

Moreover, periodic boundary conditions are used for a bulk system to avoid
the effects of the edges [70]. According to periodic boundary conditions, if
a particle leaves the simulation box from one side, another identical particle
with the exact same velocity and momentum enters the box from the other
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Figure 4.1: Schematic sketch of periodic boundary conditions and minimum
image convention. Grey particles are the mirror images of the original particles.
The original box colored to grey. Only the particles within the cut-off distance
(the red radius) interact with particle 1, i.e. the mirror image of particle 2 and
the particle 3 itself. Taken from Ref. [71].

side. So basically, periodic boundary conditions replicate identical simula-
tion boxes around the original one. Fig. 4.1 shows a schematic sketch of
periodic boundary conditions in two dimensions. The image particles in the
replicate boxes behave the same as the original particles, and the number of
particles remains unchanged within each box. The minimum image conven-
tion states that only the nearest image of a particle will contribute during
the forces calculations. This is like drawing an imaginary simulation box of
the same size as the original one with the particles of interest at its center.
As it is evident in Fig. 4.1, particle 1 interacts with an image of particle 2,
but not the particle itself.

4.2 Translational Leap-Frog

One can numerically solve Newton’s equation of motion, i.e. F = ma,
by discretizing the time domain. Newton’s second law is expressed as two
coupled first-order equations,

dvi

dt
= fi

mi
= ai(t), (4.5)
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and
dri

dt
= vi(t). (4.6)

Several algorithms evaluate the time evolution of the equation of motion.
Here in this work, we use the Leap-Frog algorithm, which is a modification
over the Verlet algorithm [72, 73]. Unlike Verlet, Leap-Frog avoids time
step squared and can write position and velocity at different times. By
discretizing time around t, i.e. ..., t − ∆, t − ∆/2, t, t + ∆/2, t + ∆, ..., we can
obtain the time evolution of the velocity and position of each particle

vi(t + ∆t/2) = vi(t − ∆t/2) + ∆t
fi(t)
mi

, (4.7)

ri(t + ∆t) = ri(t) + ∆tvi(t + ∆t/2). (4.8)

Solving Newton’s second law using the Leap-Frog algorithm leads to an
NV E simulation, i.e., constant number of particles N , constant volume
V , and constant total (mechanical) energy E. We often wish to conduct
Molecular Dynamics simulations in canonical ensemble (NV T ) to compare
the model system with the real system. In this thesis, all the simulations are
done in the NV T ensemble, i.e., constant number of particles N , constant
volume V , and constant temperature T . To keep the temperature constant,
we use Nose-Hoover thermostat [70, 74–77].
Nose-Hoover thermostat uses friction to keep the kinetic energy constant,
and thereby the temperature via the equipartition theorem. We can rewrite
the equation of motion as

dvi(t)
dt

= fi(t)
mi

− η(t) vi(t), (4.9)

η̇(t) = K(t) − KT

d (N − 1) T τ2
T h

, (4.10)

where K(t) = 1/2 ∑
N mi v2

i (t) is the kinetic energy at each time, KT is the
kinetic energy of the system in an equilibrium state at temperature T , and
d is the dimension of the system. η is typically referred to as the thermostat
state, and the thermostat relaxation time τT h controls its variations. Using
the Leap-Frog algorithm to numerically solve Eqs. 4.9 and 4.10 leads to

vi(t + ∆t/2) =
(1 − 1

2∆tη(t))vi(t − ∆t/2) + ∆t
fi(t)
mi

1 + 1
2∆tη(t)

, (4.11)

ri(t + ∆t) = ri(t) + ∆tvi(t + ∆t/2), (4.12)

η(t + ∆t) = η(t) + ∆t
K(t) − KT

d (N − 1) T τ2
T h

. (4.13)

Now if we set η(t) = 0, Eqs. 4.11 and 4.12 reduced to Eqs. 4.7 and 4.8.
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4.3 Rotational Leap-Frog for Linear Molecules
To integrate the rotational equation of motion, we use the implicit algorithm
(IPM) of Fincham [78]. Although it is not a time reversable algorithm we
observe excellent energy conservation. For the rotational motion of a linear
molecule, the orientation can be specified by a unit vector, ê, along the
molecule axis. When the molecules are not spherically symmetric, they
can rotate while interacting with each other. We can write the equation of
motion for a general nonspherical rigid body as

dJ
dt

= τ , (4.14)

J = I ω, (4.15)
de
dt

= ω × e, (4.16)

where J is angular momentum, τ is torque, ω is the angular velocity, I is
the moment of inertia (which is a tensor), and e is the unit vector of each
particle along the main axis and indicates the orientation of the particle. For
linear particles, the moment of inertia is a scalar. The moment of inertia is,
in general a tensor. For an ellipsoidal shaped particle, this tensor has three
independent components, which reduce to two in the case of a rotation
ellipsoid. In our case, we ignore rotations around the long axis. Therefore
the only relevant component of the inertia tensor is the one relative to the
rotation around the short axes. For this reason, we treat the moment of
inertia as a scalar. So we can write the above equations as two first order
equations

dω

dt
= I−1τ , (4.17)

de
dt

= ω × e. (4.18)

The time evolution of angular velocity and orientation of particles are

ω(t) = ω(t − ∆t/2) + 1
2I−1τ (t)∆t, (4.19)

ω(t + ∆t/2) = ω(t − ∆t/2) + I−1τ (t)∆t, (4.20)
ω(t + ∆t) = ω(t) + I−1τ∆t, (4.21)

e(t + ∆t) = e(t) + 1
2

[
ω(t) × e(t)

+ ω(t + ∆t) × e(t + ∆t)
]
∆t

(4.22)

Eq. 4.22 is an implicit expression for e(t + ∆t), which can be solved by
iteration over

e(t + ∆t) = e(t) +
[
ω(t) × e(t)

]
∆t, (4.23)
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as an initial guess [78]. We use 10 iterations in our codes to evaluate e(t+∆t).

By implementing the Toxvaerd’s leapfrog version [79] of the Nose-Hoover
thermostat [74] as

β =
(
1 + 1

2η(t)
)−1

, (4.24)

we can write the thermostatted version of the implicit algorithm as

ωu(t) = ω(t − ∆t/2) + 1
2I−1τ (t)∆t, (4.25)

ω(t) = β ωu(t), (4.26)

ω(t + ∆t/2) = (2 − β−1)ω(t) + 1
2I−1τ (t)∆t, (4.27)

ω(t + ∆t) = (3 − 2β−1)ω(t) + 1
2I−1τ (t)∆t, (4.28)

where ωu is the unmodified angular velocity.

Since liquid-crystalline states have the properties of both the solid and
liquid phases, modeling and simulating LCs is quite challenging. Moreover,
weak phase transitions are common in LCs, and they have long-range order,
so large system sizes are required to simulate them. Various models have
been introduced so far to study and simulate liquid crystals. These models
can be classified into two main groups; hard non-spherical models and soft
non-spherical models.

4.4 Hard non-Spherical Models
These models were built based on the fact that short rang repulsive force con-
trol the structure of simple liquids [80]. In general, the repulsions between
molecules dominate the liquid state. This can be represented by infinitely
steep hard-sphere potential,{

UHS = 0 r ≥ σ,
UHS = ∞ r < σ.

(4.29)

In Eq. 4.29, r is the separation between molecules and σ is the contact
diameter, the distance at which two particles collide. The problem with the
Eq. 4.29 is that the particles are considered to be spheres, but as we know
from experimental studies, a deviation from spherical symmetry is crucial
for the molecules to form a liquid-crystalline mesophase [81].
One challenge here is to ascertain whether these repulsive forces can be
used to model liquid crystals or not. This question had been answered by
Onsager theory [82]. According to the second law of thermodynamics, an
isolated system tends to maximize its entropy and consequently its disorder
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(Entropy is not always equal to order. In some cases, increasing entropy
leads to increasing order in a system). Onsager interprets this tendency as
an ordering force. Based on Onsager works, at high density, a system of
infinitely thin spherocylinders (thin rods) with diameter D and length L
could spontaneously order (form an orientationally ordered nematic phase)
from an isotropic fluid. So the orientational entropy will decrease, but this
compensates by an increase in the translational entropy. The reason is that,
the excluded volume (of two rods) in the nematic phase is smaller compare
to isotropc phase [83].
Another challenge is to choose the shape of molecules. For non-atomistic
potential, several simple anisotropic shapes can be used to model a liquid
crystal, yet they must have a certain minimum length-to-breadth ratio to
exhibit mesophases. To model rod-shaped mesogens, one can use prolate
ellipsoids and spherocylinders. In contrast, oblate ellipsoids and cut spheres
are helpful to model disc-shaped molecules. It is worth mentioning that
these are only rigid and simplified shapes and do not include characteris-
tics of genuine liquid crystal such as flexibility or attractive forces. Now
lets look at some simulation results from literature, corresponding different
shapes anisotropy.

Spheroid particles are extensively studied and divided into two groups:
ellipsoids of revolution (uniaxial ellipsoid), a ̸= b = c, and biaxial ellipsoids,a ̸=
b ̸= c. Where a, b and c are the symmetry axes of ellipsoid. Frenkel et al.
conducted a successful simulation of hard ellipsoids of revolutions [84, 85]
and constructed the corresponding phase diagram. They found the existence
of isotropic, nematic, and solid phases for a system consisting of prolate or
oblate ellipsoids. According to the Fig. 4.2, there is a degree of symme-
try between oblate and prolate ellipsoids when the length-to-breadth ratio
varies from 1/e to e. They have been reported that the nematic phase was
formed by spontaneous ordering from the isotropic phase.
A system of hard ellipsoids can not form a smectic phase [83]; it is also
evident in the Fig. 4.2. To investigate the possibility of forming a smectic
phase by a system of hard particles, a tenuous change of shape anisotropy
to a spherocylinder was suggested. It is a basic three-dimensional geometric
shape consisting of a cylinder of length L and diameter D with a hemispher-
ical end of diameter D. The length-to-breadth ratio is L+D

D . Sometimes it
referred to as an oval, except the sides are parallel. The first study of such
a system was conducted by Vieillard-Baron etal. [86]. Afterward, more de-
tailed studies were carried out on a system of parallel spherocylinders [87, 88]
where the particles are forced to be parallel, and they just have translational
degrees of freedom. It was observed that the system formed a close-packed
crystal at high enough densities, but at lower densities, it formed a nematic
phase because the particles were confined to be parallel. The next step
was to study the same system, taking both translational and orientational
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Figure 4.2: Phase diagram of hard ellipsoids of revolution. Vertical axis is
density, ρ, horizontal axis is length-to-breadth ratio, x. The shaded areas cor-
respond to coexistence regions. The following phases can be distinguished: I,
isotropic fluid; N, nematic fluid; S, orientationally ordered solid; PS, plastic
solid. The figure directly taken from Ref. [85].

degrees of freedom into account. For L/D = 0.5, increasing density leads
to the formation of nematic and smectic A phases [89]. A tentative phase
diagram of the system has been introduced [90]. As it is evident in Fig. 4.3,
the liquid crystalline mesophases are forming for L/D > 3.5 approximately.

Another interesting case of shape anisotropy studied in detail is the cut-
sphere. As one can understand from the name, it consists of a standard
sphere of diameter D with the top and bottom removed, and the thickness
is L. L/D = 1 represents a hard-sphere. Fig. 4.4 shows the phase behavior
for a range of L/D ratios [91]. At L/D = 0.1, increasing density causes
a spontaneous phase transition to nematic and columnar phases from an
isotropic fluid. At L/D = 0.2, a cubic phase was found for a specific density
range. In this region, short columnar stacks of particles are packing against
each other. Thus, there is a short-range translational order, but overall
the columns are orientationally disordered. By increasing the thickness of
the particles, as you can see in Fig. 4.4, all liquid-crystalline behavior will
vanish.

4.5 Soft non-Spherical Models
The hard models, which only considered the repulsive forces between molecules,
were successful in only describing certain LCs mesophases. Hence, the soft
models of liquid crystals take both repulsive and attractive forces into ac-
count. As we saw earlier, the hard models do not exhibit thermodynamic
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Figure 4.3: Phase diagram of a system of spherocylinders. The filled circles
denoted the calculated coexistence points. The shaded area is coexistence region.
The figure directly taken from Ref. [90].

phase diagrams (ρ vs T phase diagram). In soft models, one can observe
a transition between isotropic phase and liquid-crystalline mesophases by
increasing the temperature and not just the density. Here, the interaction
potential between molecules depends not only on the separation distance be-
tween the center of masses but also on the orientation of the molecules. So
basically, these models are anisotropic versions of the well-known Lennard-
Jones potential:

U(r) = 4ϵ

[(
σ

r

)12
−

(
σ

r

)6
]

, (4.30)

where ϵ and σ are energy and length parameters, respectively, and r is the
separation distance between centers of pair particles. The repulsive forces
dominate at short distances, while at large separations, the attractive forces
take over. Now one can investigate the contribution of attractive and repul-
sive components to the stability of mesophases formed by liquid crystals. A
vast number of continuous potential models for fluids of aspherical molecules
have been introduced, such as the Kihara potential [92], the site–site poten-
tial [93], the Gaussian overlap model [94], and the Gay–Berne potential [95].
Using site-site potential, one can mimic the structure of real LC molecules,
comparable with those of experimental studies [96–102]; this model neverthe-
less requires tremendous computing power. On the contrary, the Gay-Berne
model is computationally cheap and has become a popular system.
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Figure 4.4: Tentative phase diagram of cut spheres with length-to-breadth
ratio L/D between 0.1 and 0.3. The high-density solid-columnar phase is sep-
arated by a first-order phase transition from the low-density fluid phase. The
shaded area indicates the coexistence region. The densities of the coexisting
phases are indicated by closed circles. The open circles indicate the approxi-
mate location of phase transitions that have been estimated using techniques
other than free-energy calculations. The isotropic-nemnatic transition is weakly
first order. The same appears to be the case with the isotropic-cubatic transi-
tion. The figure is taken from [91].

4.5.1 The Gay-Berne Potential

Gay-Berne (GB) potential considers both attractive and repulsive forces.
The initial work was conducted by Corner in 1948 [103]. The idea was
to model a linear non-spherical molecule by multiple Lennard-Jones sites
located at equal distances along a symmetry axis. To avoid complicated,
numerically expensive interactions between many Lennard-Jones particles,
Corner proposed a single-site potential consisting of multi-sites potential
fitted numerically to a 12-6 Lennard-Jones potential. The potential consid-
ered the interaction between two particles as a function of the separation
distance between centers and scaled by a range parameter that depends on
the molecules’ orientations, σ(Ω);

UCorner = ϵ(Ω)f
(

r

σ(Ω)

)
. (4.31)

The strength parameter, ϵ(Ω), and the range parameter, σ(Ω), both de-
pends on the orientation, Ω, as well as the separation distance r. Later on,
Berne and Pechukas [94] proposed new definitions for the strength and range
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parameters using the gaussian overlap model. If x is a three-dimensional
vector, then the gaussian function can be defined as:

G(x) = exp
(

− x.γ−1.x
)
, (4.32a)

γ =
(
σ2

e − σ2
s

)
êê + σsI, (4.32b)

σe and σs are long and short diameters of ellipsoid respectively, ê is the
unit vector indicating the orientation of the molecule or particle and I is the
unity matrix. Berne and Pechukas calimed that the overlap between two
ellipsoids of revolution should be:

G(r, êi, êj) ≈ |γi|−
1
2 |γj |−

1
2∫

dx exp
(

− x.γ−1
i .x − (x − r).γ−1

j .(x − r)
)

,
(4.33)

where |γ| is the determinant of the matrix. Eq. 4.33 can be simplified to
[94]:

G(r̂, êi, êj) = ϵ(êi, êj) exp
[
−r2/σ2(r̂, êi, êj)

]
, (4.34)

where
ϵ(êi, êj) = ϵ0

[
1 − χ2(êi, êj)

]− 1
2 , (4.35)

and

σ(r̂, êi, êj) = σs

[
1 − χ

2

((êi.r̂ + êj .r̂)2

1 + χ(êi.êj) + (êi.r̂ − êj .r̂)2

1 − χ(êi.êj)

)]−1/2
(4.36a)

where χ = κ2 − 1
κ2 + 1 , and κ = σe/σs. (4.36b)

This overlap model is studied in detail [104, 105]. However, the overlap
potential possesses some unrealistic features [95]. According to Eq. 4.35,
the well-depth depends on the relative orientation of two particles. In this
case, the well-depth of various configurations, for example the side-side and
end-end configurations, are identical. In order to overcome this problem,
several modifications were proposed [106, 107], yet the most well-known one
developed by Gay and Berne as a modification of the overlap model [95]. The
first change they implemented was to shift the potential, just like Kihara’s
model [108], rather than scale it. Thus the potential has a form

UGB(rij , êi, êj) = 4ϵ(r̂, êi, êj)
[
(σs/ρij)12 − (σs/ρij)6

]
, (4.37a)

where ρij = rij − σ(r̂, êi, êj) + σs. (4.37b)

The range parameter is the same as in the overlap model, Eq. 4.36a There
is a slight modification in the strength parameter

ϵ(r̂,êi, êj) = ϵ0ϵν
1(êi, êj)ϵµ

2 (r̂, êi, êj) (4.38a)
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where

ϵ1(êi, êj) =
(
1 − χ2(êi, êj)2)−1/2 (4.38b)

ϵ2(r̂, êi, êj) = 1 − χ′

2

((êi.r̂ + êj .r̂)2

1 + χ′(êi.êj) + (êi.r̂ − êj .r̂)2

1 − χ′(êi.êj)

)
(4.38c)

and the energy anisotropy parameter is

χ′ = κ′1/µ − 1
κ′1/µ + 1

, where κ′ = ϵss/ϵee. (4.38d)

ϵss and ϵee are the well depth of the potential in side-side and end-end con-
figurations respectively. Fig. 4.5 shows the potential energy as a function of
separation distance for different configurations (check the Appendix A for
full derivation of force and torque).
Previous studies of the Gay-Berne model have focused on the phase behav-
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Figure 4.5: The Gay-Berne potential (U∗ = U/ϵ0) as a function of pair distance
(r∗ = r/σ0) for side-side, side-end and end-end configurations. The yellow,
brown, and blue curves are extracted from Ref. [109]. The red, light green, and
dark green is results of my simulation.

ior [110–117], per-particle translational and orientational dynamics [118],
interfacial properties [119], elastic constants [68], thermal conductivity [120,
121], and viscosity coefficients [122, 123]. Different perturbation theories
have been applied to explore the phase diagram of various Gay-Berne flu-
ids in detail [124, 125]. Using the Gay-Berne model, one can describe a
wide range of shape anisotropy within the system, from elongated ellip-
soids to very thin disks. The Gay-Berne potential depends on a set of four
parameters, usually written as GB(κ, κ′, µ, ν), which control the shape of
molecules as well as the strength of the potential between them. The case of
GB(3, 5, 2, 1) is the most studied one among all possible sets of parameters.
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The GB(3, 5, 2, 1), first introduced by Gay and Berne, inspired by the Gaus-
sian overlap model proposed by Berne and Pechukas [94], in their original
paper back in 1981 [95]. The choice of the shape anisotropy parameter, κ,
is straightforward. For real liquid crystals, the ratio of length-to-breadth is
equal to or greater than 3; this leads to the choice of κ = 3 by Gay and
Berne [95]. To obtain the other parameters, the Gay-Berne potential was

Figure 4.6: Global temperature-density phase diagam of the GB(3, 5, 2, 1)
showing the domain of vapor (V ), isotropic (I), nematic (N), and solid (S)
phases. The figure directly taken from [126].

compared with the case of a pair of linear molecules, each of which consists
of four sites LJ particles placed equally within a line such that the length-to-
breadth ratio is equal to 3. It resulted to κ′ = 5, µ = 2 and ν = 1 [95]. For
this set of parameters, the phase diagram and orientational order parameter
are already known [113, 126]. Moreover, the velocity autocorrelation func-
tion [118], viscosity [127], elastic constants [69], free energies and enthalpy
[128], the isotropic-nematic transitions [112] and the liquid-vapor coexistence
[129], stress tensor components [130], and self-diffusion coefficient [131] of
GB(3, 5, 2, 1) fluids have been studied in detail. The GB(3, 5, 2, 1) shows a
rich phase behavior with isotropic, nematic and smectic B phases [111, 113].
Furthermore, smectic A [111], a tilted smectic B [113] and a rippled smectic
B phase [117] have also been observed for the slightly different parameters.
Adams et al. [110] investigate the nematic-isotropic transition of rod-shaped
mesogens using the Gay-Berne potential. Luckhurst et al. [111] studied the
case of µ = 2 and ν = 1, and they found smectic A and smectic B in ad-
dition to isotropic, nematic, and solid phases. De Miguel et al. conducted
detailed studies of prolated Gay-Berne fluids [112, 113, 115]. Berardi et al.
[132] , using µ = 1 and ν = 3, showed how the structure and orientation of
molecules depend on the set of the parameter you choose.
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The Gay-Berne potential is flexible enough to simulate a wide range of
anisotropy in the shape of linear molecules, from a very long ellipsoid to a
thin disk-shaped molecule. The first simulation studies of disk-shaped Gay-
Berne molecules were performed by Emerson et al. [109]. Using κ = 0.345,
they showed that the system could form discotic nematic and columnar
phases. The phase diagram has been obtained in the case of discotic fluids
[133] by varying both κ and κ′ [134–136]. The most studied set of param-
eters here is GB(0.345, 0.2, 1, 2) [137], which resulted in an improvement in
the angle of view in liquid crystals displays [138]. The Gay-Berne potential
was also used to model systems other than liquid crystals such as benzene
[139, 140] and naphthalene [141, 142].

Figure 4.7: Thermodynamic phase diagram of discotic fluids of
GB(0.345, 0.2, 1, 2) showing isotropic liquid (IL, triangles), nematic (ND,
squares), disordered columnar (CD, filled circles), and ordered columnar (CO,
open circles). The figure directly taken from [137].

In this study, we mainly focus on GB(3, 5, 2, 1) and GB(0.345, 0.2, 1, 2)
because their phase diagram is already known. Fig. 4.7 shows the phase
diagram of GB(0.345, 0.2, 1, 2).

4.6 Structural, Orientational and Dynamic Prop-
erties

As mentioned earlier, all simulations in this study are done in an NV T en-
semble. We start with a random initial configuration and equilibrate it at
a certain density, ρ, and temperature, T . Once the system has been equi-
librated, the production begins. Some properties such as temperature and
per-particle energy are calculated during the simulation. Other properties
like mean square displacement and auto-correlation functions are usually
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calculated after simulations have been finished.

4.6.1 Orientational Order Parameter

An order parameter is a physical quantity that distinguishes between two
phases. It measures how the molecules are orientationally ordered in the
system. The second rank order parameter, S2, takes values between 0 and
1. For a perfectly aligned system, S2 is equal to 1, whereas S2 = 0 indicates
an isotropic state. For a uniaxial phase, S2 can be defined as

S2 =
〈

1
N

N∑
i

P2(êi(t) · n(t))
〉

, (4.39)

where P2 is the second Legendre polynomial, n is the director of the phase,
and the angular brackets denote the time average. However, in simulation n
is unknown. The order parameter can be evaluated by maximizing S2 with
respect to n, so we can rewrite Eq. 4.39 as

S2 = ⟨n · Q · n⟩, (4.40)

where

Q = 1
2N

N∑
i

(3êi ⊗ êi − I). (4.41)

Q is the orientational tensor, ⊗ denotes the tensor product, I is the unity
matrix, and N is the total number of molecules in the system. S2 is equal
to the largest eigenvalue, λmax, obtained by diagonalizing the Q tensor [69,
143].

4.6.2 Structural Properties

4.6.2.1 Radial Distribution Function

The radial distribution function, g(r), is used to investigate the translational
order in the system, where r is the distance between the particle centers.
It describes how the density locally varies in the system as a function of
distance from a reference particle. g(r) gives the probability of finding pair
of particles with distance r apart (see Fig. 4.8). In the simulation, first, we
calculate the distance between all pairs and bin them with the width of dr,
into a histogram. To calculate g(r), we divide each histogram interval by
the number of particles in the ideal gas at the same density. The position
of peaks gives us information about the shells of neighbors, and the area
beneath each peak gives us the number of neighboring particles. Fig. 4.9
shows g(r) for the GB(3, 5, 2, 1) at (ρ, T ) = (0.32, 1.2) which is in the nematic
phase.
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Figure 4.8: Schematic binning for calculating g(r). Taken from Ref. [144].
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Figure 4.9: g(r) corresponds to GB(3, 5, 2, 1) at (ρ, T ) = (0.32, 1.2).

4.6.2.2 Second Rank Orientational Pair-correlation Function

The second rank orientational pair-correlation function defines as follows

G2(r) = ⟨P2(êi · êj)⟩, (4.42)

where P2 is the second order Legendre polynomial. G2(r) measures how the
molecules are orientationally correlated as a function of r. We follow the
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same procedure as g(r) to make a histogram of all the pair distances. Fig.
4.10 shows G2(r) for GB(3, 5, 2, 1) in the nematic phase. As it is clear in the
figure, the tail maintains a value around 0.2 at long distances, which means
there is a long-range orientational ordering in the system.
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Figure 4.10: G2(r) corresponds to GB(3, 5, 2, 1) at (ρ, T ) = (0.32, 1.2).

4.6.3 Dynamic Properties

4.6.3.1 Auto-correlation Functions

The auto-correlation function tells us how a property correlated with itself
at different times and gives valuable information on the dynamical evolution.
The normalized auto-correlation function of property A(t) is defined by

ϕA(t) = ⟨A(t0) · A(t0 + t)⟩
⟨A(t0) · A(t0)⟩ . (4.43)

When there is no correlation, ϕA(t) decays to zero, while ϕA(t) = 1 at t = 0.

4.6.3.2 Mean Square Displacement

Mean square displacement, m(t), measures the squared traveled distance of
a particle with respect to its initial position. The m(t) tells us how diffusive
the dynamics are at each time and is defined as

m(t) = ⟨|ri(t) − ri(0)|2⟩. (4.44)

The behavior of the m(t) varies from one system to another, but it retains
some important features. In many liquids it consists of two main regimes.
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The early regime represents ballistic motion, a collision-free regime where
particles move freely. m(t) in the ballistic regime is proportional to t2. In
the long-time regime, which represents the diffusion mode, the motion is
dominated by collisions, and m(t) is proportional to t. At a very long time,
m(t) becomes linear (see Fig. 4.11), and we can calculate the diffusion
coefficient, D, from

D = lim
t→∞

1
6t

m(t). (4.45)
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Figure 4.11: m(t) corresponds to GB(3, 5, 2, 1) at (ρ, T ) = (0.32, 1.2).
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Isomorphs in the GB Model

This chapter provides results for generating isomorph in the phase diagram
of the Gay-Berne systems. Among all possible sets of parameters, we choose
GB(3, 5, 2, 1) and GB(0.345, 0.2, 1, 2). These two sets have been extensively
studied, and their phase diagrams, dynamics, and structures are already
known. First, we present how the orientational and rotational dynamics
and structure of the disc-shaped Gay-Berne system are invariant along iso-
morphs. Afterward, we apply the constant-exponent density scaling and
discuss the results. Finally, we trace isomorphs in the isotropic and nematic
phases of the rod-shaped Gay-Berne system.

5.1 Isomorph in Discotic Liquid Crystal

We study the Gay-Berne model for the set of parameters, GB(0.345, 0.2, 1, 2),
which leads to discotic liquid crystal phases at low temperatures. Many
studies have considered this parametrization, and its corresponding thermo-
dynamic phase diagram is already known [137]. We investigate the possi-
bility of finding isomorphs in the high-temperature isotropic phase. We are
inspired by previous studies reported that at the high-temperature isotropic
phase, the system under study has strong virial potential-energy correlation
[14, 25, 26, 28]. To study and simulate a discotic liquid using the Gay-Berne
potential, one may replace σs by σe in Eq. 4.37a and Eq. 4.37a and keep
everything else the same. By doing these changes, we can avoid unphysical
effects [109, 137]. Here the parameter σe defines the thickness of the discs.

The system under study consists of N = 2048 discogens. The potential
is truncated but not shifted at the cut-off distance rc = 1.6 [137]. Units are
defined by choosing σs = 1 and ϵ0 = 1. The moment of inertia for all discs
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is set to I = 1. The equilibration and production simulations consist of
5 × 106 steps with ∆t = 5 × 10−4. The Gay-Berne code first was compared
with literature, and complete agreement was observed for radial distribution
function [113, 145], second rank orientational pair-correlation function [110,
112, 113], orientational order parameter [112, 113, 146], and various auto-
correlation functions [118, 147], etc. We present some of these consistency
checks in the Appendix B.

We use the so-called configurational adiabat method to generate the
isomorphs. In this method, an isomorph defines as a curve of constant
excess entropy, Sex, in the thermodynamic phase diagram. Let us recall the
equation for γ again:

γ ≡
(

∂ ln T

∂ ln ρ

)
= ⟨∆U∆W ⟩

⟨(∆U)2⟩
, (5.1)

where ρ is the density, T is the temperature, U is the potential energy, and
W is the virial. We can clarify the generating process of isomorph with a
simple example. From an NV T simulation at a given state point, one can
calculate the right-hand side of the Eq. 5.1 from fluctuations of U and W . If
it results in γ = 3, and if we increase the density by 1%, according to Eq. 5.1,
the temperature will increase by 3% to keep the excess entropy constant.
We use fourth-order Runge-Kutta algorithm (RK4) to numerically solve
Eq. 5.1. We increase density by 1% at each step, leading to an overall 20%
density increment.

5.1.1 Phase Diagram of GB(0.345,0.2,1,2)

We investigate the model’s thermodynamic phase diagram and calculate the
order parameter, S2, and virial potential energy correlation coefficient (see
Fig. 5.1). The regions of the phase diagram with R > 0.9 are expected to
have isomorphs. In Fig. 5.1, ”I”, ”N”, and ”C” correspond to isotropic,
nematic, and columnar phases, respectively. The dark green triangles are
directly extracted from Ref. [137] indicating the phase boundaries. The
color coding reflects the value of R. Fig. 5.1 reveals that for higher densities
(approximately ρ > 2.4) and sufficiently high enough temperature, T > 5.0,
The system is R-simple.

Fig. 5.2 is a snapshot of the system at equilibrium from NV T simulations
in the isotropic, nematic, and columnar phases. Each simulation starts from
a perfect crystal, then we scale the system to the state point of interest and
equilibrate them there.
The isomorph, the white line, was generated as described earlier starting
from the reference state point (ρref , Tref ) = (2.3, 5.0).
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Figure 5.1: The phase diagram of the discotic GB(0.345,0.2,1,2) model with
(a) correlation coefficient, R, values; and (b) order parameter, S2 values given by
the color code to the right. The triangular symbols delimit the phase boundaries
[137]. I stands for the isotropic, N for the nematic, and C for the columnar
phases. The red filled circle is the isomorph reference state point (ρ, T ) =
(2.3, 5.0), the white curve is the isomorph (which is studied up to T = 43).
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(a)

(b)

(c)

Figure 5.2: Snapshots of the discotic Gay-Berne model in thermal equilibrium
at three state points. (a) shows the isotropic liquid phase at (ρ, T ) = (0.6, 2.6);
(b) shows the nematic phase at (ρ, T ) = (2.3, 2.6); (c) shows the columnar phase
at (ρ, T ) = (3.0, 2.6)
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5.1.2 Comparing the Isomorph to the ρ = 2.3 Isochore

Here we will look at the level of invariance in dynamics and structure
along the isomorph, i.e., the white line in Fig. 5.1. All quantities are
presented in reduced units. We compare the variation of these quantities
along the isomorph to the ρ = 2.3 isochore with the same temperature range
(5 < T < 43). Table 5.1 provides the variation of density, temperature, cor-
relation coefficient, and γ along the isomorph.
In the rest, we investigate how the different structural and dynamic proper-
ties vary along this isomorph. Another isomorph has been generated starting
at (ρref , Tref ) = (2.3, 4.0), and we report the result in Appendix C.

ρ T R γ

2.3 5.0 0.8919 10.7172
2.323 5.5695 0.9087 10.9915
2.3462 6.2222 0.9236 11.2484
2.3697 6.9642 0.9354 11.4076
2.3934 7.8054 0.9449 11.5265
2.4173 8.7532 0.9511 11.5605
2.4415 9.8206 0.9567 11.5761
2.4659 11.0182 0.9598 11.5705
2.4906 12.3614 0.9626 11.5618
2.5155 13.8658 0.9646 11.5344
2.5406 15.5487 0.9657 11.4808
2.566 17.4288 0.9672 11.4648
2.5917 19.5313 0.9676 11.4252
2.6176 21.8793 0.9678 11.4113
2.6438 24.5037 0.9677 11.372
2.6702 27.4346 0.9673 11.3317
2.6969 30.7086 0.9673 11.3163
2.7239 34.3641 0.9673 11.3023
2.7511 38.4498 0.9668 11.2795
2.7787 43.0139 0.9662 11.2634

Table 5.1: Variation of density, temperature, correlation coefficient and γ for
isomorph. At each step we increased density by 1%. For the case of isochore
the density is constants and we use same temperatures presented here.

5.1.2.1 Dynamics

The comparison of mean square displacement along the isochore and the
isomorph is shown in Fig. 5.3. At short times good data collapses happen
in both cases. However, only along the isomorph dynamics is invariant for
long times. Along an isomorph, one can say that all the physics relating
to the position and motion of particles are the same. This means if you
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make a movie of particle movements at different isomorphic state points,
the same film will play except for the scaling of time and space. It is worth
mentioning again that the isomorph theory is an approximation, and it is
only exact for IPL potentials with R = 1.

In Fig. 5.4, the center of mass velocity (upper row) and the angular ve-
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Figure 5.3: Comparing the reduced-unit mean square displacement along the
isochore (upper panel) and the isomorph (lower panel). In the short times,
they show ballistic regime, while they exhibit diffusive regime at long times.
Only along the isomorph do the data collapse in both regimes. Data indicated
with varying colors correspond to 20 state points with 2.30 < ρ < 2.78 and
5 < T < 43 as reported in table 5.1

.

locity (lower row) auto-correlation functions are plotted along the isochore
(left column) and the isomorph (right column). A pronounced data collapse
occurs along the isomorph compared to the isochore. This is not surprising
as the velocity auto-correlation function is equivalent to the second deriva-
tive of the mean square displacement.
The force and the torque auto-correlation functions are plotted in Fig. 5.5.
The two functions are invariant only along the isomorph.

Fig. 5.6 gives data for first- and second-order orientational auto-correlation
functions. The function starts from unity and decays to zero in all cases.
This indicates that the system is in the isotropic phase; thus, there is no
orientational ordering. Here again, only along the isomorph is this decay
invariant.
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Figure 5.4: Upper panel: center-of-mass velocity auto-correlation function as
a function of the reduced time. Lower panel: angular velocity auto-correlation
function.
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Figure 5.5: Upper panel: force auto-correlation function as a function of the
reduced time. Lower panel: torque auto-correlation function.
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Figure 5.6: First order (upper panel) and second order (lower panel) orienta-
tional auto-correlation function.

We have observed that the dynamic characteristics of the GB(0.345, 0.2, 1, 2)
is only invariant along the isomorph but not the isochore, which is consistent
with the isomorph theory prediction.

5.1.2.2 Structure

In this part, we are going to look at the structure in the reduced unit. In
Fig. 5.7, we show the radial distribution function (upper row), g(r), and
the second rank orientational pair-correlation function (lower row), G2(r),
along the isochore and the isomorph as a function of distance. Although
there is not a big difference between the two, the data are more invariant
along the isomorph.
Based on the observations so far, we can conclude that the isomorph invari-
ant of the isotropic phase of the discotic Gay-Berne model is more evident
in dynamics than the structure. Bacher et al. [37] reported a similar finding
for the EXP pair potential system.

5.1.3 Constant-Exponent Density-Scaling

According to density scaling, which is often known as the thermodynamic
scaling concept, various dynamic quantities, such as relaxation time, diffu-
sion coefficient, etc., can be scaled onto a master curve. This master curve
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Figure 5.7: Radial distribution function and orientational correlation function
plotted as functions of the reduced distance along the isochore and the isomorph.

is defined as a function f(Γ) of a single scaling variable

Γ = ργds

T
, (5.2)

where ρ is the density, T is the temperature, and γds is the scaling exponent.
In the classical version of density scaling, γds is assumed to be a material
constant independent of the thermodynamic conditions, i.e., not varying
through the phase diagram [8, 148], and obtained by fitting.
However, in the isomorph theory, γ is not a material constant; it is a state
point-related quantity. According to the isomorph theory, whenever there is
a strong correlation between the potential energy and the virial; the density
scaling exponent is equal to the average value of γ, i.e., γds = γ̄. Variation
of γ and R along the isomorph shown in Fig. 5.8. The correlation coeffi-
cient increases by density and temperature. Meanwhile, γ also increases and
reaches a maximum value close to γ = 11.6 and then levels off.
We calculate the average value of γ along four different isochores ρ1 = 2.2,
ρ2 = 2.3, ρ3 = 2.4, and ρ4 = 2.5 with temperature range T1 ∈ [5, 43],
T2 ∈ [4, 32], T3 ∈ [10, 32], and T1 ∈ [11, 43], which resulted in γ = 11.5.
Compare to different Lennard-Jones models, where γ is close to 6, γ value
for discotic Gay-Berne is much larger [14, 24, 25].
Fig. 5.9 shows the average angular relaxation time, i.e., the average relax-
ation time of the angular auto-correlation function ϕ1(t), both in regular
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and reduced units. We identified the τangular as the time at which ϕ1(t) has
decayed to the value 0.2. Fig. 5.9a corresponds to the regular unit, while
in Fig. 5.9b, we test the constant-exponent density-scaling with the average
value of γ. A good collapse occurs for most data with some deviations at
longer relaxation times which correspond to the low-temperature simulation.
The γ values deviate most from their average value in this region.
The same thing happens in Fig. 5.10, which shows the center of mass diffu-
sion coefficient D. Fig. 5.10a shows the variation of diffusion coefficient as
temperature varies. Fig. 5.10b shows the reduced diffusion coefficient as a
function of ρ11.5/T . A good data collapse occurs here.

So far, we have demonstrated the existence of isomorphs in the high-
temperature isotropic phase of the discotic Gay-Berne model with the choice
of parameters GB(0.345, 0.3, 1, 2). This means that the model has hidden-
scale-invariance symmetry [30], making the thermodynamic phase diagram
one-dimensional. We also show that the constant-exponent density-scaling
with γ = 11.5 applies for the model, and good collapses have been observed
when D̃ and τ̃angular plotted as functions of ρ11.5/T .
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Figure 5.8: Variation of R and γ along the isomorph. The lower left corner
data point correspond to the starting point (ρref , Tref ) = (2.3, 5.0).
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Figure 5.9: (a) Average angular relaxation time as a function of temperature
along four isochores with density varying from ρ = 2.2 to ρ = 2.5. (b) The
same data for the average angular relaxation time plotted in reduced units as a
function of the density-scaling variable ργ/T with γ = 11.5.
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Figure 5.10: (a) Diffusion coefficient as a function of temperature along five
isochores with density varying from ρ = 2.1 to ρ = 2.5. (b) The same data for
the diffusion coefficient plotted in reduced units as a function of the density-
scaling variable ργ/T with γ = 11.5.
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5.2 Isomorphs in Calamitic Liquid Crystal

In this section, we study the case of GB(3, 5, 2, 1), which leads to calamitic
liquid crystal phases. This set of parameters had been initially introduced
by Gay and Berne [95]. We investigate the possibility of finding isomorphs
in the isotropic and nematic phases of the model. We were inspired by the
works of Satoh et al., which show that the density scaling method works
quite well for the Gay-Berne potential with the choice of parameters that
form calamitic liquid crystal (rod-shaped particles) [12, 13]. Unlike discotic
Gay-Berne, no extra modification is needed here, and we use the same po-
tential introduced in Chapter 4 (see Eqs. 4.37a - 4.38c).

We simulate a system consisting of N = 1372 mesogens. The potential
is truncated and shifted at rc = 4.0. Units are defined by fixing σs and ϵ0
to unity. The moment of inertia for all rods is chosen to be I = 1. The
equilibration and production simulation consist of 19 × 106 and 67 × 106

respectively with δt = 0.001. We use the same method explained earlier in
the previous section to generate isomorphs, i.e., configurational adiabat.

5.2.1 Phase Diagram of GB(3,5,2,1)

Fig. 5.11 shows the heat-map phase diagram of the model with respect to the
correlation coefficient and the orientational order parameter. The regions
with R > 0.9 are expected to show isomorphic behaviors. In Fig. 5.11 ”I”
stands for isotropic, ”N” for nematic, and ”S” for smectic phases. The dark
green triangles are extracted from Ref [126]. The isomorphs, solid lines, are
starting from the reference points (ρref , Tref ) = (0.25, 1.2), (ρref , Tref ) =
(0.27, 1.2), (ρref , Tref ) = (0.30, 1.2), (ρref , Tref ) = (0.32, 1.2), (ρref , Tref ) =
(0.33, 1.1), (ρref , Tref ) = (0.33, 1.2), and (ρref , Tref ) = (0.35, 1.2). We will
present the results for (ρref , Tref ) = (0.27, 1.2) and (ρref , Tref ) = (0.33, 1.2),
the two solid black curves, and bring the rest in the Appendix C. The light
blue triangles are approximate prediction of the isotropic-nematic phase
boundary based on (ρref , Tref ) = (0.32, 1.2) isomorph. Smectic investiga-
tion is still in progress and you can find some preliminary results in Appendix
D.

In Fig. 5.12, we present a snapshot of the system at equilibrium in
isotropic, nematic, and smectic phases. It is clear that there is no positional
and orientational ordering in the isotropic phase. In the nematic phase still,
there is no positional ordering, but there is some long-range orientational
ordering. In the smectic phase, particles form parallel layers, and there is a
robust orientational ordering within the layers.
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Figure 5.11: The phase diagram of the calmitic GB(3, 5, 2, 1) model with (a)
correlation coefficient, R, values; and (b) order parameter, S2 values given by
the color code to the right. The dark green triangular symbols delimit the phase
boundaries[126]. I stands for the isotropic, N for the nematic, and S for the
smectic phases. The red filled circles are the isomorph reference state points
and the solid curves are the isomorphs. The two black curves are correspond to
the two isomorph we presenting here.
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(a)

(b)

(c)

Figure 5.12: Snapshots of the calamitic Gay-Berne model in thermal equilib-
rium at three state points (schematic drawings). (a) shows the isotropic liquid
phase at (ρ, T ) = (0.27, 1.2); (b) shows the nematic phase at (ρ, T ) = (3.3, 1.2);
(c) shows the smectic phase at (ρ, T ) = (3.9, 1.2)
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5.2.2 Isomorph in Isotropic Phase

Here we will compare the level of invariance in dynamics and structure along
the isomorph starting at (ρref , Tref ) = (0.27, 1.2) with ρ = 0.27 isochore.
We use the same temperature range (1.2 < T < 27) for both. Table. 5.2
shows how the density, temperature, correlation coefficient, and γ vary along
the isomorph.

5.2.2.1 Dynamics

Fig. 5.13 provides data for mean square displacement along the isomorph
and the isochore. Like what we observed in discotic liquid crystal, the center
of mass dynamics is invariant for longer times along the isomorph.
A comparison of the center of mass velocity (upper row) and the angular
velocity (lower row) auto-correlation functions along the isochore (left col-
umn) and the isomorph (right column) is shown in Fig. 5.14. A pronounced
data collapse occurs along the latter.
The force and torque auto-correlation functions are shown in Fig. 5.15. The
two functions are invariant only along the isomorph.
Fig. 5.16 gives data for first- and second-order orientational auto-correlation
functions. The function goes to zero in all cases, which means there is no
orientational ordering in the system.
So far, we have seen that the dynamics of GB(3, 5, 2, 1) in the isotropic
phase are only invariant along the isomorph but not the isochore. For the
next step, we are going to check the structure.

5.2.2.2 Structure

This section aims to look at the structure in reduced units. Fig. 5.17 shows
the radial distribution function, g(r), and the second-rank orientational pair
correlation function, G2(r), as a function of pair distance along the isochore
and the isomorph. The data are more invariant along the isomorph.
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ρ T R γ
0.27 1.2 0.9077 8.4553

0.2727 1.3057 0.9158 8.5107
0.2754 1.4215 0.9231 8.5535
0.2782 1.548 0.9285 8.5737
0.281 1.6859 0.933 8.5795
0.2838 1.8361 0.9367 8.5756
0.2866 1.9995 0.9396 8.5615
0.2895 2.177 0.9416 8.5383
0.2924 2.3697 0.9433 8.5126
0.2953 2.5788 0.9445 8.482
0.2982 2.8056 0.9457 8.4555
0.3012 3.0514 0.9461 8.4252
0.3042 3.3177 0.9467 8.3962
0.3073 3.6062 0.9469 8.3646
0.3104 3.9186 0.9468 8.3364
0.3135 4.257 0.9469 8.3084
0.3166 4.6231 0.9465 8.2815
0.3198 5.0194 0.9463 8.2542
0.323 5.4483 0.946 8.2276
0.3262 5.9125 0.9456 8.2032
0.3295 6.4148 0.945 8.1802
0.3327 6.9583 0.9446 8.1647
0.3361 7.5463 0.9442 8.1479
0.3394 8.1827 0.9436 8.1289
0.3428 8.8712 0.9428 8.1121
0.3463 9.6164 0.9423 8.0987
0.3497 10.4226 0.9416 8.0867
0.3532 11.2953 0.941 8.0735
0.3567 12.2396 0.9403 8.0628
0.3603 13.2616 0.9396 8.0562
0.3639 14.368 0.939 8.0462
0.3676 15.5657 0.9383 8.0443
0.3712 16.8622 0.9376 8.0396
0.3749 18.266 0.937 8.0345
0.3787 19.7859 0.9362 8.0315
0.3825 21.4318 0.9356 8.0285
0.3863 23.2145 0.935 8.0295
0.3902 25.1457 0.9342 8.0295
0.3941 27.2379 0.9335 8.0343

Table 5.2: Variation of density, temperature, correlation coefficient and γ for
the isomorph starting at (ρref , Tref ) = (0.27, 1.2). At each step we increased
density by 1% up to 40% overall.
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Figure 5.13: Comparing the mean square displacement along the isochore and
the isomorph in reduced units. The data collapse is better along the isomorph.
Data correspond to around 40% variation in density as reported in table 5.2.
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Figure 5.14: Upper: center-of-mass velocity auto-correlation function, lower:
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Figure 5.15: Upper: force auto-correlation function, lower: torque auto-
correlation function both as a function of reduced time.
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Figure 5.17: Radial distribution function and orientational correlation func-
tion plotted as functions of reduced distance along the isochore and the iso-
morph.

5.2.3 Isomorph in Nematic Phase

Up to now, we have seen that isomorphs exist in the isotropic phase of the
Gay-Berne model for both discotic and calamitic cases. Here we will inves-
tigate the existence of isomorphs in the nematic phase of GB(3, 5, 2, 1). As
explained earlier, there is no positional ordering in the nematic phase. It
looks like liquid if you look at the center of mass positions. But there is a
long-range orientational ordering, and unit vectors are almost aligned along
a preferred direction.
We generate isomorph starting at (ρref , Tref ) = (0.33, 1.2). Table. 5.3 pro-
vides the variation of ρ, T , R, and γ along the isomorph. We plot isomorph
result together with the ρ = 0.33 isochore using the same temeprature range
(1.2 < T < 16) to make visual comparison.

5.2.3.1 Dynamics and Structure

In Fig. 5.18, we plot the mean square displacement along the isomorph
and the isochore. As we have already observed earlier, the center-of-mass
dynamics are only invariant along the isomorph.
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ρ T R γ

0.33 1.2 0.9169 8.2217
0.3333 1.3027 0.923 8.2809
0.3366 1.4149 0.9274 8.3187
0.34 1.5371 0.9315 8.3349

0.3434 1.67 0.9342 8.3301
0.3468 1.8142 0.9359 8.3183
0.3503 1.9705 0.9375 8.2957
0.3538 2.1398 0.9385 8.2664
0.3573 2.3229 0.9389 8.2333
0.3609 2.5209 0.9393 8.2066
0.3645 2.7349 0.9394 8.1697
0.3682 2.966 0.9392 8.1395
0.3719 3.2156 0.9393 8.1057
0.3756 3.4851 0.9387 8.0731
0.3793 3.7759 0.9384 8.0433
0.3831 4.0898 0.9375 8.0058
0.387 4.4283 0.9367 7.9788
0.3908 4.7934 0.9362 7.9487
0.3947 5.1873 0.9354 7.9212
0.3987 5.6119 0.9345 7.8922
0.4027 6.0697 0.9337 7.8677
0.4067 6.5632 0.9321 7.8438
0.4108 7.0953 0.9315 7.8229
0.4149 7.6689 0.9306 7.7996
0.419 8.287 0.9296 7.7791
0.4232 8.9533 0.9286 7.762
0.4274 9.6715 0.9277 7.7464
0.4317 10.4455 0.9264 7.7286
0.436 11.2797 0.9258 7.7155
0.4404 12.1786 0.9244 7.6942
0.4448 13.1473 0.9232 7.6844
0.4492 14.1912 0.9223 7.6712
0.4537 15.316 0.9209 7.6535
0.4583 16.5277 0.9197 7.6442

Table 5.3: Variation of density, temperature, correlation coefficient and γ for
the isomorph starting at (ρref , Tref ) = (0.33, 1.2). At each step we increased
density by 1%.
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Figure 5.18: Comparing the mean square displacement along the isochore and
the isomorph in reduced units. The data collapse is better along the isomorph.
Data correspond to around 35% variation in density as reported in table 5.3.

Fig. 5.19 compares the velocity and angular velocity auto-correlation func-
tions along the isomorph and the isochore. A pronounced data collapse can
be observed only along the isomorph.
The force and torque auto-correlation functions are shown in Fig. 5.20. The
two functions are invariant only along the isomorph. The first- and second-
rank orientational auto-correlation functions are plotted in Fig. 5.21 along
both isomorph and isochore. In the case of isochore, for temperature higher
than Tref = 1.2, the function goes to zero, which means that a nematic to
isotropic phase transition is happening. On the other hand, the function
maintains its value for longer time along the isomorph. We can claim that
no phase transition occurs if you go along the isomorph.

In Fig. 5.22, we examine the validity of the isomorph theory in the struc-
ture of the GB(3, 5, 2, 1) model. The g(r) and G2(r) are plotted as functions
of pair distance along the isochore and the isomorph. Both functions are
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Figure 5.19: Upper: center-of-mass velocity auto-correlation function, lower:
angular velocity auto-correlation function both as a function of reduced time.

invariant only along the latter. In the case of the isochore, the average tail
value of G2(r) decreases and goes to zero as the temperature increases. One
can interpret that as a nematic to isotropic phase transition. The average
value of the tail remains intact along the isomorph as we increase the density
and temperature, which is not surprising because dynamics and structure
are invariant along the isomorph.

This chapter demonstrates the existence of isomorphs in the phase di-
agram of the Gay-Berne model. To show that, we investigated two set of
parameters, i.e., GB(0.345, 0.2, 1, 2) and GB(3, 5, 2, 1) which are the most
studied sets of parameters in the literature. We have shown that isomorphs
exist at high temperatures in the phase diagram of discotic Gay-Berne. We
also showed that the constant exponent density scaling works quite well for
the model. Finally, we proved the existence of isomorphs in the nematic and
isotropic phases of the calamitic Gay-Berne model.
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Figure 5.20: Upper: force auto-correlation function, lower: torque auto-
correlation function both as a function of reduced time.
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Chapter 6

Single-Paramter Aging

This chapter investigates physical aging of the 2:1 Kob-Andersen binary
Lennard-Jones mixture through computer simulation. It has been shown
that this system shows remarkable resilience against crystalization com-
pared to the standard 4:1 concentration. All the aging simulations reported
in this chapter started from thermal equilibrium at Tstart and eventually
reached equilibrium at the new Tend. Meanwhile, the following four quan-
tities have been monitored during aging: 1) virial, 2) potential energy, 3)
average squared force, and 4) Laplacian of the potential energy. Although
we initiated larger temperature jumps compared to experimental studies,
the results show good agreement with single parameter aging predictions.

6.1 Introduction

Understanding and predicting how fast a material property changes over
time is of a great interest [149]. A gradual change in a material property
is called aging; weathering and corrosion are good examples. Physical ag-
ing refers to changes in properties that result from changes in molecular
arrangements due to, e.g., a different equilibrium temperature. [15–17]. A
vast number of theoretical studies of aging have been conducted [15–17, 23,
150–159]. Physical aging has also been investigated in experimental studies
under different circumstances dealing with oxide, metallic, and spin glasses
[16, 17, 160–163]. To probe physical aging density [164, 165], enthalpy [16,
151], Young’s modulus [164], and some frequency-dependent responses [23,
152, 166–172] have been monitored.
Far away from the glass transition temperature, the thermal cycling is re-
versible. Cooling and reheating fall on the same path. In the vicinity of
the glass transition region, when a material is cooled or reheated, the same
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path is not followed. The hysteresis effect is a consequence of physical aging.
Physical aging is non-linear and non-exponential. The non-linearity of aging
implies that the system’s response to a small perturbation, in our case, an
up or down temperature jump, depends on the sign of the input and its
magnitude. More often, experimental studies of aging start from thermal
equilibrium at Tstart and end in equilibrium at Tend. Aging indicates that
the two responses, the up and down temperature jumps, are not mirror-
symmetric even if they have the same magnitude and target temperature.
As illustrated in Fig. 6.1, the down jump is flat at the beginning but slows
down by getting closer to equilibrium at Tend ("self-retarding"). On the
other hand, the up jump appears to be slower at the beginning and shows a
steeper approach toward equilibrium ("self-acceleration"). This is the fictive
temperature effect, also known as "asymmetry of approach" [173–175], an
effect that comes from the fact that the relaxation rate is not constant and
varies through time [17, 150, 151, 176–180].

6.2 TN Material Time Concept

At a temperature higher than the melting point, a liquid has a low viscosity.
In the lower temperature range, the liquid becomes supercooled. By further
cooling, a supercooled liquid behaves more like a "flowing solid" than a liquid
[181]. In both regimes, the liquid and glassy phase, physical properties are
highly temperature-dependent. At the glass transition region, a different
behavior has been observed. The molecular arrangement changes gradually
as temperature varies, and a significant delay is observed before reaching
the equilibrium state. In this case, physical properties mainly depend on
the thermal history of the system.
The standard formalism of physical aging was established by Narayanaswamy
in 1971. The primary purpose was to predict how the thermal history
affects the frozen-in stress in a windshield. Based on Tool’s studies [15],
Narayanaswamy introduced a single parameter aging assumption that con-
siders the non-linearity of aging. This framework is now referred to as the
Tool-Narayanaswamy (TN) formalism.
An essential concept of TN formalism is the material time ξ. One can inter-
pret ξ as the time measured with a clock whose clock rate changes through
the aging process. In simple terms, the material time is the time that the
system experiences through the aging process and is proportional to labo-
ratory time t as equilibrium approaches. This is similar to the proper time
of relativity.
Since the clock rate measures how fast ξ changes over time, one can write

dξ = γ(t)dt, (6.1)
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where γ(t) is the clock rate.
According to the experimental data reported by Narayanaswamy, by switch-
ing from the actual time to the material time, the aging response becomes
linear. In other words, the non-linearity nature of aging can be described
by a linear convolution integral with respect to the material time [16, 17].
This implies that jumps with the same target temperature are symmetric if
one considers them as functions of the material time.

6.3 Simulation Details And Initial Aging Results

All simulations reported here were performed in NV T ensemble with a Nose-
Hoover thermostat using the RUMD package (http://rumd.org). The sys-
tem under study consists of N = 10002 particles of two different Lennard-
Jones (LJ) spheres, A and B. The LJ interaction potential between particle
types A and B is

UAB = ϵAB

(( r

σAB

)−12 −
( r

σAB

)−6
)

, (6.2)

with σAA = 1.0, σAB = σBA = 0.8, σBB = 0.88, ϵAA = 1.0, ϵAB = ϵBA =
1.5, and ϵBB = 0.5. We use shifted potential model with rcut = 2.5σαβ,
where α, β ∈ {A, B} are particle types corresponding to interactions parti-
cle i and j, and ∆t = 0.0025 in units defined by the A particle parameters.
The potential parameters we use here are the same as those of the well-
known Kob-Andersen mixture [182]. We choose the 2:1 ratio for A and B
particles concentration instead of the standard 4:1 because the chosen ratio
is more resistant to crystallization [183–185]. The mode-coupling temper-
ature is approximately 0.55 for the 2:1 ratio, while the standard mixture’s
value is around 0.44. Mode-coupling temperature is a key concept in mode
coupling theory (MCT) which predicts the onset of glassy behavior in a fluid
or a disordered system.
MCT assumes that the dynamics of a fluid can be described in terms of a
set of collective modes that become increasingly coupled to each other as
the density or concentration of the system increases. At a certain value, the
MCT predicts that the coupling between these modes becomes so strong
that the system is no longer able to relax into its equilibrium state, result-
ing in a glassy or jammed state.
The mode coupling temperature, Tm, is defined as the temperature at which
the dynamics of the system begin to deviate from those of a simple liq-
uid, and the non-linear coupling of the collective modes becomes dominant.
Above the mode coupling temperature, the system behaves as a simple liq-
uid with exponential relaxation, while below Tm, the relaxation becomes
non-exponential and glassy behavior emerges.
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The following results correspond to ρ = 1.4 in the A particles units
and averaged over 100 simulations. The system was carefully equilibrated
at each starting temperature Tstart before initiating any temperature jump.
To equilibrate the lowest temperature, T = 0.50, we performed a rather long
simulation consisting of 2.4 × 1011 time steps. Afterward, we obtained 100
equilibrium configurations by writing a configuration every 1.678 × 108 time
step, which is of the same order of magnitude as the relaxation time τ to
ensure statistically independent configurations.

Along with each aging simulation, we probe five different quantities;
the potential energy, the virial, the configurational temperature defined as
follow,

kBTconf = ⟨(∇U)2⟩
∇2U

, (6.3)

its numerator (the average squared force), and its denominator (the Lapla-
cian of the potential energy). Eq 6.3 is valid in thermal equilibrium, it is
interesting to see if it is still valid out of equilibrium. Fig. 6.1 and Fig. 6.2
present temperature jumps to the same and different temperatures, respec-
tively. Each curve is a result of averaging over 100 simulations. We find
that the configurational temperature, Tconf, does not age and equilibrate
instantaneously (see Fig. 6.1c), consistent with previous results reported by
Powles et al. [186]. Most likely there is a simple explanation for it, but we
do not know it. In the rest, we focus on the other four quantities. These
quantities are easy to calculate and probe along with an aging simulation.
After the equilibration process at each starting temperature, Tstart, we initi-
ate a temperature jump by changing the thermostat temperature to desired
target temperature Tend. The system eventually reaches equilibrium at Tend
after a certain number of time steps which varies for each jump. The equi-
librium value of the measured quantity χ at Tend is denoted by χeq. χ(0)
denotes the equilibrium value of χ at Tstart, just before aging simulation
starts.
For each temperature jump we can define a normalized relaxation function
R(t) by subtracting χeq from the value at each time, χ(t), and divide it by
overall changes, i.e.,

R(t) ≡ ∆χ(t)
∆χ(0) = χ(t) − χeq

χ(0) − χeq
(6.4)

at t = 0, just before initiating a temperature jump, R(0) = 1 and for
longer time as equilibrium approaches R(t) → 0.
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Figure 6.1: Aging data for jumps to the same target temperature T = 0.55.
Each panel contains four jumps with ∆T = ±0.03 and ∆T = ±0.05. Red and
green curves are correspond to up jumps, while those for down jumps are shown
in blue and orange. (a) potential energy; (b) virial;
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Figure 6.1: (e) the Laplacian of the potential energy, which is the denominator
of configurational temperature, Eq. 6.3.

6.4 Single Parameter Aging

In experimental aging studies, the temperature is controlled and monitored
on a thermometer. Hecksher et al. [23] and Roed et al. [22] recently studied
physical aging of glass-forming liquids close to the glass transition temper-
ature and probed the dielectric loss at 1 Hz, shear mechanical resonance
frequency, the loss-peak frequency of the dielectric beta process, and the
real part of the dielectric constant at 10 kHz. Hecksher et al. developed
a single parameter aging (SPA) formalism based on Narayanaswamy’s idea
that the material time controls aging [16]. By using SPA, one can predict
the normalized relaxation function of any desired temperature from the data
of a single jump. SPA was first tested for jumps end at the same temper-
ature for three different van der Waals liquids [23] and later on generalized
by Roed et al. to deal with jumps ending at different temperatures [22].
The main assumption of SPA is that the clock rate, γ(t), can be determined
from the probe quantity χ(t). On other assumption is that temperature
jumps are small enough to use a first-order Taylor expansion of the loga-
rithm of the aging rate in term of χ. According to SPA, there is a single
parameter Q(t) controlling both the measured quantity χ(t) and the clock
rate γ(t). For small temperature changes one can Taylor expand χ(t) to
the first-order in Q(t) : ∆χ(t) ∼= c1∆Q(t). The same is valid for the
clock rate ∆ ln γ(t) ∼= c2∆Q(t). c1 and c2 are constants and ∆Q(t), ∆χ(t)
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Figure 6.2: (e) the Laplacian of the potential energy, which is the denominator
of configurational temperature Eq. 6.3.

and ∆ ln γ(t) are distances taken relative to equilibrium at each time for
Q(t), χ(t) and ln γ(t). By eliminating ∆Q(t) we have

ln γ(t) = ln γeq + ∆χ(t)
χconst

, (6.5)

where ln γeq is the equilibrium clock rate at the target temperature Tend and
χconst = c1/c2. Based on the definition of R(t), we can substitute ∆χ(t) by
∆χ(0)R(t)

ln γ(t) = ln γeq + ∆χ(0)
χconst

R(t), (6.6)

so
γ(t) = γeq exp

(∆χ(0)
χconst

R(t)
)

. (6.7)

As t goes to infinity, R(t) becomes zero so γ(t) = γeq.
The normalized relaxation function is a unique function of material time
and is given by [16, 17, 23]

R(t) = Φ(ξ). (6.8)

According to the TN formalism, the function Φ(ξ) should be the same for
all the temperature jumps. On the other hand, the time dependency of the
material time, ξ(t), is not universal. This is understandable as the clock
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rate varies as the system ages. By considering equations 6.1 and 6.8, we can
write

Ṙ(t) = Φ′(ξ)dξ/dt,

= Φ′(ξ)γ(t).
(6.9)

Since R(t) is a unique function of ξ , we can conclude that for all jumps
ξ is the same function of R. By F (R) ≡ −Φ′(ξ(R)), we have [8]

Ṙ(t) = −F (R)γ(t). (6.10)

The negative sign arises from the normalized relaxation function being a
monotonically decreasing function. Now by substituting γ(t) from Eq. 6.7
to Eq. 6.10 one can write

− Ṙ

γeq
exp

(
−∆χ(0)

χconst
R(t)

)
= F (R). (6.11)

For a given R(t), the right-hand side of the equation is independent of
the magnitude and the sign (up or down jump) of the jump; this is also valid
for the left-hand side. Eq. 6.11 enables us to predict the relaxation function
of one jump from the relaxation function of another jump. To determine
χconst, two jumps are needed. For the rest, we refer to the known relaxation
function as "jump 1". "jump 2" refers to the relaxation function we compared
to the prediction based on jump 1. The primary purpose of SPA is to use
the relaxation function of jump 1, R1(t) and its inverse function t1(R), to
evaluate t2(R) for the relaxation function of jump 2.
At time t∗

1(R) and t∗
2(R) where the two jumps have the same relaxation

function, R1 = R2 = R, Eq. 6.11 implies

−dR1
dt∗

1
.

1
γeq,1

. exp
(

−∆χ(0)1
χconst

R(t∗
1)

)

= −dR2
dt∗

2
.

1
γeq,2

. exp
(

−∆χ(0)2
χconst

R(t∗
2)

)
.

(6.12)

We can choose dt∗
1 and dt∗

2 in a way that dR1 = dR2, and by doing some
simple math one can write

dt∗
2 = γeq,1

γeq,2
exp

(∆χ(0)1 − ∆χ(0)2
χconst

R(t∗
1)

)
dt∗

1, (6.13)

and by integrating this
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t2 =
∫ t2

0
dt∗

2 = γeq,1
γeq,2

∫ t1

0
exp

(∆χ(0)1 − ∆χ(0)2
χconst

R(t∗
1)

)
dt∗

1. (6.14)

Eq. 6.14 transports a discrete set of time vector t1 = (t1
1, t2

1, . . . , tn
1 ) and

its corresponding relaxation vector R1 = (R1
1, R2

1, . . . , Rn
1 ) to a new set of

time vector t2 = (t1
2, t2

2, . . . , tn
2 ) corresponding to R1. Now if one plot (t2, R1)

it should coincides with R2. For jumps ending at the same temperature Eq.
6.14 reduces to

t2 =
∫ t1

0
exp

(∆χ(0)1 − ∆χ(0)2
χconst

R(t∗
1)

)
dt∗

1. (6.15)

In this study we define γeq ≡ 1/τ , where τ is the relaxation time and
can be identified from the intermediate scattering function. τ is the time at
which intermediate scattering function decayed to 0.2.
The final step is to determine χconst. For simplicity, let us consider the case
of jumps ending at the same temperature; Eq. 6.15 implies

t2 − t1 =
∫ t1

0

[
exp

(∆χ(0)1 − ∆χ(0)2
χconst

R(t∗
1)

)
− 1

]
dt∗

1. (6.16)

We can write similar expression for t1 − t2. Considering the long limits of
the two expressions leads to the following self consistency requirement [23],

∫ ∞

0

[
exp

(∆χ(0)1 − ∆χ(0)2
χconst

R(t∗
1)

)
− 1

]
dt∗

1+

∫ ∞

0

[
exp

(∆χ(0)2 − ∆χ(0)1
χconst

R(t∗
2)

)
− 1

]
dt∗

2 = 0

(6.17)

By numerically solving Eq. 6.17 one can obtain χconst for each quantity (see
Fig. 6.3). Table 6.1 provides the values of χconst for all studied quantities.

Quantity U W (∇U)2 ∇2U

χconst 0.01857 0.09944 5.117 10.04

Table 6.1: Different values of χconst for all four measured quantities.
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Figure 6.3: Determining the χconst value for the potential energy by numeri-
cally solving Eq. 6.17. We used the two closet values to zero (one in negative
and one other in positive side), the two blue triangles, to interpolate and calcu-
late for which χconst, Eq. 6.17 becomes zero.
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6.5 Results
Fig. 6.4 validates SPA for jumps ending at the same target temperature,
Tend = 0.55. Upper panels use down jumps (green curves) to predict up
jumps (blue curves), and lower panels use up jumps to predict down jumps.
All the relaxations start lower than unity because of the instantaneous re-
laxation at the early stage of the aging simulation. We investigate the case
of jumps ending at different target temperatures in Fig. 6.5. The upper
panels correspond to predictions based on up jumps, while in the lower pan-
els, down jumps were used to predict up jumps. Although there are some
small deviations initially, we can conclude that the results validate SPA in
computer simulations.

In Fig. 6.6 and 6.7, we plot the four relaxation curves. They have been
empirically scaled by multiplying R(t) by a number to make the curves more
comparable. It can be seen that the four quantities age in the same manner
and control by the same material time.
It has been already discussed earlier in chapter 2 that there is a strong cor-
relation between virial and potential energy equilibrium fluctuations for this
system. The same is valid for out-of-equilibrium situations [27]. Therefore,
except for the scaling constant, we expect W and U to have the same relax-
ation curves.
We have already seen that the configurational temperature does not age and
equilibrate instantaneously after jumps. This implies that its numerator and
denominator should have the same relaxation curves.

76



Chapter 6

102 103 104 105 106

t

0.0

0.1

0.2

0.3

0.4

R
U
(t

)

(a)

T0.52→T0.55

prediction

T0.58→T0.55

102 103 104 105 106

t

0.0

0.1

0.2

0.3

0.4

R
W

(t
)

(b)

T0.50→T0.55

prediction

T0.60→T0.55

Figure 6.4: Single-parameter aging predictions for jumps to the same target
temperature T = 0.55. The green curve in each panel is normalized relation
function R(t) for the “jump1”. The predictions based on jump1 according to
Eq. 6.14 are shown in orange. These are to be compared to the “jump2” data
(blue curves). (a) and (b) give the predictions of up jumps based on down jumps
for the potential energy and the virial, respectively.
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78



Chapter 6

102 103 104 105 106

t

0.0

0.1

0.2

0.3

0.4

R
U
(t

)

(a)

T0.55→T0.52

prediction

T0.55→T0.58

102 103 104 105 106

t

0.0

0.1

0.2

0.3

0.4

R
W

(t
)

(b)

T0.55→T0.50

prediction

T0.55→T0.60
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Figure 6.7: Empirically scaled relaxation curves of the four quantities for
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here as in Fig. 6.6. The (c) and (d) panels are presented in next page.
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6.6 Predict Aging Curves From Equilibrium Fluc-
tuations

According to the fluctuation-dissipation theorem, one can determine the
linear response to any small perturbation (in our case, temperature jumps)
from equilibrium potential energy autocorrelation function ⟨U(0)U(t)⟩ [187].
This section investigates if one can predict relaxation curves of different
jumps end at the same target temperature, Tend = 0.60, from equilibrium
potential energy autocorrelation function at Tend = 0.60.

The system under study is Kob-Andersen 4:1 binary LJ mixture [182].
The simulations were performed in an NV T ensemble using GPU-optimized
software RUMD [188]. The system consists of N = 8000 particles. We
used the shifted-potential method with rcut = 2.5σαβ, where α, β ∈ {A, B}
are particle types corresponding to interactions particle i and j, and ∆t =
0.0025. We first equilibrated the system at the Tend = 0.60 using 107 time
steps; afterward fast Fourier transforms technique was used to calculate the
potential energy autocorrelation function. We first equilibrated the system
for all the aging simulations at the given starting temperatures using 5×108

steps. After that, longer simulations were performed with 5 × 108 steps for
production runs. All the presented data in this section are averaged over
1000 simulations starting from independent configurations. We did the av-
eraging to get rid of noises.

Fig. 6.8a presents potential energy data for jumps that end at the same
target temperature Tend = 0.60. The nonlinearity of aging is evident, al-
though the jumps are larger than in the previous section. In Fig. 6.8b,
SPA predicted nonlinear temperature jumps from the linear response. Now
∆χ(0)1 = 0, and instead of R(t∗

1) we should use potential energy autocorre-
lation function in Eq. 6.15. We identified χconst to be 0.0404 from the two
smallest jumps. The colored dashed lines in Fig. 6.8b are predictions based
on the energy autocorrelation at Tend = 0.60 (solid black line). Filled cir-
cles are normalized relaxation curves of potential energy. Predictions work
very well, except minor deviations for the two largest jumps. For these two
jumps, temperature changes are more than 15%, where SPA is likely not to
be accurate.

In this chapter, we investigated the validity of SPA through a computer
simulation study. Although we studied bigger temperature jumps than ex-
perimental studies, the results were consistent. We validate SPA for both
cases of jumps ending at the same target temperature and jumps ending at
different temperatures, i.e., general jumps.
We also showed that the nonlinear aging could be predicted from linear
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fluctuations at the equilibrium state.
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Figure 6.8: (a) Data for four jumps ending at the same temperature, Tend =
0.60. (b) The thermal equilibrium potential energy autocorrelation function at
this temperature (black line) and the predictions based on this for the temper-
ature jumps (colored dashed curves). The data for the normalized relaxation
functions are colored filled circles. The nonlinearity parameter was determined
from the two smallest jumps.

87



Chapter 6

88



Chapter 7

Conclusions and outlooks

This chapter summarizes a brief conclusion of the thesis. In the first part, we
investigate the possibility of finding isomorphs in the phase diagram of LCs.
We chose the so-called GB model to simulate the phase behavior of LCs.
The model is flexible enough to simulate very thin disks up to long rods.
Among all the possible sets of parameters, we chose GB(0.345, 0.2, 1, 2) and
GB(3, 5, 2, 1).
In the case of GB(0.345, 0.2, 1, 2), we found isomorph at high-temperature
isotropic phase using the configurational adiabat method. We start by inves-
tigating the phase diagram. At high temperatures and densities (T > 6.0,
ρ > 1.5), we found the virial potential-energy correlation coefficient is higher
than 0.9. These are the regions of our interest. Calculating the order pa-
rameter showed no phase transition happening along the isomorph (see Fig
5.1).
Then by plotting some dynamic properties, such as mean square displace-
ment and various auto-correlation functions in reduced units, we showed that
the dynamics are invariant along the isomorph. We conclude that the center
of mass and orientational structures are both invariant along isomorph by
looking at g(r) and G2(r), respectively. It is worth mentioning that there
is no significant difference between isomorph and isochore in this case. One
reason could be that there is no positional and orientational ordering in the
isotropic phase and the isomorph and isochore are entirely in the isotropic
phase, so their structures are very similar.
We also tested the constant density scaling for the case of angular relaxation
time and diffusion coefficient. Traditionally the density scaling exponent, γ,
is considered as a material constant. We showed that γ is state point de-
pendent and varies as temperature and density vary. For the average value
of γ = 11.5, we have shown that a good data collapse happens if we plot D
and τangular as functions of ρ11.5/T .
In the case of GB(3, 5, 2, 1), which leads to calamitic liquid crystals, we in-
vestigate the possibility of finding isomorphs in the isotropic and nematic
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phases. We followed the same procedure as in the discotic study and found
that the dynamics and structure of the GB model are only invariant along
the isomorph.

The second part of the thesis aimed to check the validity f single-parameter
formalism (SPA) through a computer simulation study. Along each aging
simulation, we monitored five different quantities: the potential energy, the
virial, the configurational temperature, its numerator (mean-squared force),
and its denominator (the Laplacian of the potential energy). We considered
both cases of temperature jump ends to the same final temperature and
general jumps. In both cases, the configurational temperature did not age
at all equilibrated instantaneously. By using SPA, we showed that one could
predict the normalized relaxation function of any desired temperature from
the data of a single jump. As the jump’s magnitude increased, the accuracy
of the prediction decreased.
In the final step, we predict aging curves from equilibrium fluctuation (in-
stead of another aging curve). We considered only the case of jumps ending
at the same temperature. We showed that by calculating the potential en-
ergy auto-correlation function, one can predict different aging curves.

Future study

Isomorphs in plastic crystals

At the beginning of my Ph.D., we tried to find isomorphs in plastic crystals
using the so-called Shintani model, and we failed. With a more accurate
study, one can find isomorphs at least at high temperatures in the isotropic
phase of the model, just like what we saw in the discotic GB model.

Aging of LCs

The novelty of SPA formalism is that it is independent of the interaction
potential between the particles. As a small project, one can validate this
assumption by aging the LCs.

Finding isomorphs using machine learning techniques

Isomorph theory is an approximation, and we have shown that it is a chal-
lenging task to find isomorph while the potential is complicated. It would
be great if one could develop a machine learning algorithm and feed it with
all the data we have to find isomorphs for different pair-potentials.
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Appendix A

Force and Torque
Derivations

A.1 Deriving Force

For simplicity one can write ci = êi.r̂ij , cj = êj .r̂ij , and cij = êi.êj . By
using this new notation and considering the case of σs = 1, we can rewrite
the equation for potential energy

UGB(rij , ci, cj , cij) = 4ϵ(ci, cj , cij)
[
ρ−12

ij − ρ−6
ij

]
, (A.1a)

where ρij = rij − σ(r̂, êi, êj) + σs (A.1b)

σ = σs

[
1 − χ

2

((ci + cj)2

1 + χcij
+ (ci − cj)2

1 − χcij

)]−1/2
, (A.1c)

ϵ = ϵ0ϵν
1(cij)ϵµ

2 (ci, cj , cij), (A.1d)

where

ϵ1(cij) =
(
1 − χ2c2

ij

)−1/2
, (A.1e)

ϵ2(ci, cj , cij) = 1 − χ′

2

((ci + cj)2

1 + χ′cij
+ (ci − cj)2

1 − χ′cij

)
. (A.1f)

The General equation for force is:

fij = −∇rij UGB (A.2)

Using the chain rule

∇rij Uij =
(

∂Uij

∂rij

)
∇rij rij +

(
∂Uij

∂ci

)
∇rij ci +

(
∂Uij

∂cj

)
∇rij cj +

(
∂Uij

∂cij

)
∇rij cij

(A.3)
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The cij is independent of rij , so the last term vanishes. From the defi-
nition of ci and cj we can obtain

∇rij ci = ∇rij

êi.rij

rij
= êi

rij
+ ci∇rij

( 1
rij

)
where ∇rij

( 1
rij

)
= −rij

r2
ij

so ∇rij ci = êi − cir̂ij

rij

Same expression is true for ∇rij cj . Finally for calculating the force we
can use

fij = −
(

∂UGB

∂rij

)
r̂ij −

∑
e

∂UGB

∂
(
e.r̂ij

) e −
(
e.r̂ij

)
r̂ij

rij
(A.4)

Now lets go back to Eq(A.3) and derive it term by term. The First
term is easy and straight forward, because ϵ is independent of rij and the
dependency of σ is linear with a negative sign. Thus

∂UGB

∂rij
= −24ϵ(ci, cj , cij)

[
2ρ−13

ij − ρ−7
ij

]
. (A.5)

The second and the third terms are function of ci and cj .
The second term of Eq(A.3):

(
∂UGB

∂ci

)
= 4

{(
∂ϵ(ci, cj , cij)

∂ci

)[
ρ−12

ij − ρ−6
ij

]
+ 6ϵ(ci, cj , cij)

[
2ρ−13

ij − ρ−7
ij

](
∂σ(ci, cj , cij)

∂ci

)} (A.6)

Now we just need to calculate
(

∂ϵ
∂ci

)
and

(
∂σ
∂ci

)
.

∂ϵ

∂ci
= µϵ0ϵν

1ϵµ−1
2

(
∂ϵ2
∂ci

)
(

∂ϵ2
∂ci

)
= −χ′

2

(2(ci + cj)
1 + χ′cij

+ 2(ci − cj)
1 − χ′cij

)
= −χ′(c′

+ + c′
−)

where c′
± = ci ± cj

1 ± χ′cij

92



Chapter A

so (
∂ϵ

∂ci

)
= −ϵ0µϵν

1ϵµ−1
2

(
χ′(c′

+ + c′
−)

)
now for σ (

∂σ

∂ci

)
= −1

2

[
− χ

2

(2(ci + cj)
1 + χcij

+ 2(ci − cj)
1 − χcij

)]
σ3

= 1
2χσ3(c+ + c−)

and finally: (
∂UGB

∂ci

)
= −4µϵ0ϵν

1ϵµ−1
2

[
ρ−12

ij − ρ−6
ij

]{
χ′(c′

+ + c′
−)

}
+ 12ϵχσ3(c+ + c−)

[
2ρ−13

ij − ρ−7
ij

]
The third term of Eq(A.3):

(
∂UGB

∂cj

)
= 4

{(
∂ϵ(ci, cj , cij)

∂cj

)[
ρ−12

ij − ρ−6
ij

]
+ 6ϵ(ci, cj , cij)

[
2ρ−13

ij − ρ−7
ij

](
∂σ(ci, cj , cij)

∂cj

)} (A.8)

Now we need to calculate the partial differentiate σ and ϵ with respect
to cj .

(
∂ϵ

∂cj

)
= ϵ0µϵν

1ϵµ−1
2

(
∂ϵ2
∂cj

)
(

∂ϵ2
∂cj

)
= −χ′

2

[2(ci + cj)
1 + χ′cij

− 2(ci − cj)
1 − χ′cij

]
= −χ′(c′

+ − c′
−)(

∂ϵ

∂cj

)
= −ϵ0µϵν

1ϵµ−1
2

(
χ′(c′

+ − c′
−)

)
and for σ (

∂σ

∂cj

)
= 1

2χσ3(c+ − c−)

and finally:(
∂UGB

∂cj

)
= −4µϵ0ϵν

1ϵµ−1
2

[
ρ−12

ij − ρ−6
ij

]{
χ′(c′

+ − c′
−)

}
+ 12ϵχσ3(c+ − c−)

[
2ρ−13

ij − ρ−7
ij

]
These are the exact expressions which I used in our code.
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A.2 Deriving Torque
The torque on molecule i due to molecule j is define by

τij = −êi × ∇eiUij (A.10)
again applying the chain rule

∇eiUij =
(

∂Uij

∂rij

)
∇eirij +

(
∂Uij

∂ci

)
∇eici +

(
∂Uij

∂cj

)
∇eicj +

(
∂Uij

∂cij

)
∇eicij

(A.11)
The first and third terms vanish, and

∇eici = ∇ei(êi.r̂ij) = r̂ij ,

∇eicij = ∇ei(êi.êj) = êj .

Now finally we can right Eq(A.10) as

τij = −êi ×
[(

∂Uij

∂ci

)
r̂ij +

(
∂Uij

∂cij

)
êj

]
(A.12)

We have already calculated the first term of this equation and for second
term we have

(
∂UGB

∂cij

)
= 4

{(
∂ϵ(ci, cj , cij)

∂cij

)[
ρ−12

ij − ρ−6
ij

]
+ 6ϵ(ci, cj , cij)

[
2ρ−13

ij − ρ−7
ij

](
∂σ(ci, cj , cij)

∂cij

)} (A.13)

where

(
∂ϵ

∂cij

)
= ϵ0νϵν−1

1 ϵµ
2

(
∂ϵ1
∂cij

)
+ ϵ0µϵν

1ϵµ−1
2

(
∂ϵ2
∂cij

)
(

∂ϵ1
∂cij

)
= cijχ2ϵ3

1(
∂ϵ2
∂cij

)
= −χ′

2

[−χ′(ci + cj)2

(1 + χ′cij)2 + χ′(ci − cj)2

(1 − χ′cij)2

]
= χ′2

2 (c′2
+ − c

′2
−)

and for σ (
∂σ

∂cij

)
= −

(1
2χ

)2
σ3(c2

+ − c2
−)
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finally: (
∂ϵ

∂cij

)
= ϵ0µcijχ2ϵν+2

1 ϵµ
2

+ 1
2ϵ0µχ

′2ϵν
1ϵµ−1

2 (c′2
+ − c

′2
−).

Note that by interchanging the labels and changing the signs of ci and cj ,
the force and torque on molecule j due to i can be obtained. From Eq(A.4)
we can see that fij = −fji. Following the same procedure for Eq(A.12) leads
to

τij = −êj ×
[(

∂Uij

∂ci

)
r̂ij +

(
∂Uij

∂cij

)
êi

]
, (A.15)

and we should note that τij ̸= −τji.
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Consistency Check

Here I am going to show some of our consistency check with literature.
Fig. B.1 shows g(r) corresponding to three different state points. In all
panels, the blue (my results) and orange (extracted form Ref. [113]) curves
are on top of each other. We did this as a consistency check with literature
results.
Fig. B.2 shows that our simulation results are consistent with the one from
literature for orientational order parameter. Here we extract data form Ref.
[112].
Fig. B.3 shows that there is a good agreement between our results and Ref.
[113].
As a final consistency check we compare our results with Ref. [118] for the
case of different auto-correlation functions. In all cases we found good agree-
ments between our data and literature (see Fig. B.4), Our main purpose
was to make sure that our codes work properly then start our main study.
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Figure B.1: Radial distribution function plotted against distance at T = 0.5
for different densities for the case GB(3,5,2,1). The blue curves are outputs of
my simulations and the orange curves extracted from the Ref. [113]. Panel (a)
ρ = 0.26 (b) corresponds to ρ = 0.27 and (c) ρ = 0.30.
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Figure B.2: Order parameter plotted against density at various temperature
for the case GB(3, 5, 2, 1) and rc = 4.0. P̄2 and S2 are the main two notations
(we use S2 in chapter 4) for the orientational order parameter. (a) T = 0.95 the
orange curve corresponds to data extracted from Ref. [112] and blue curves is
result of our simulation. (b) T = 1.25, here the color coding is the other way
around.
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Figure B.3: Orientational pair-correlation function as a function of pair-
distances. (a) ρ = 2.8, T = 0.5 and (b) ρ = 2.9, T = 0.5. In both panels,
the orange curves is resulted from our simulations and the blue curves are ex-
tracted from Ref. [113].
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Figure B.4: Various auto-correlation functions plotted as functions of time.
(a) Velocity, (b) angular velocity, (c) force, (d) torque, the blue curves are results
of our simulations and the red curves extracted from Ref. [118].
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Figure B.5: First- and second rank orientational auto-correlation function, the
black and the green curves are results of our simulations and the red and the
blue curves extracted fron Ref. [118].
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Extra Isomorphs

C.1 Discotic Gay-Berne

ρ T R γ

2.3 4.0 0.8311 8.723
2.323 4.3848 0.8597 9.6485
2.3462 4.8418 0.8842 10.2574
2.3697 5.3744 0.9047 10.6867
2.3934 5.9873 0.9212 11.0441
2.4173 6.6876 0.9327 11.2204
2.4415 7.4807 0.9416 11.3315
2.4659 8.3765 0.9491 11.4292
2.4906 9.3859 0.9538 11.441
2.5155 10.5189 0.958 11.4596
2.5406 11.7895 0.9614 11.4587
2.566 13.2131 0.9633 11.4484
2.5917 14.8063 0.9645 11.4162
2.6176 16.5863 0.9659 11.3968
2.6438 18.576 0.9662 11.3484
2.6702 20.798 0.9665 11.3435
2.6969 23.2783 0.9667 11.3165
2.7239 26.0491 0.967 11.3032
2.7511 29.1443 0.9661 11.268
2.7787 32.5986 0.9659 11.2347

Table C.1: Variation of density, temperature, correlation coefficient and γ
for isomorph corresponding to GB(0.345, 0.2, 1, 2). At each step we increased
density by 1%. Isomorph starts at (ρref , Tref ) = (2.3, 4.0) in isotropic phase.
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C.2 Calamitic Gay-Bern
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ρ T R γ

0.25 1.2 0.8989 8.5505
0.2525 1.3071 0.9093 8.6337
0.255 1.4247 0.9176 8.6758
0.2576 1.5535 0.9246 8.7082
0.2602 1.6943 0.9303 8.7246
0.2628 1.8479 0.935 8.7203
0.2654 2.0153 0.9384 8.7076
0.268 2.1975 0.9413 8.6822
0.2707 2.3955 0.9435 8.6565
0.2734 2.6106 0.9452 8.6279
0.2762 2.8442 0.9467 8.5939
0.2789 3.0976 0.9475 8.5582
0.2817 3.3725 0.9484 8.5281
0.2845 3.6705 0.9488 8.4929
0.2874 3.9936 0.949 8.4605
0.2902 4.3436 0.9491 8.4298
0.2931 4.7229 0.9492 8.3995
0.2961 5.1339 0.9489 8.3704
0.299 5.5789 0.9488 8.3418
0.302 6.061 0.9484 8.3158
0.305 6.583 0.9481 8.2898
0.3081 7.1482 0.9477 8.2673
0.3112 7.7603 0.9472 8.2476
0.3143 8.4232 0.9468 8.228
0.3174 9.1412 0.9462 8.2112
0.3206 9.9185 0.9457 8.1944
0.3238 10.7605 0.945 8.1796
0.3271 11.6722 0.9446 8.1691
0.3303 12.6596 0.9439 8.1559
0.3336 13.7292 0.9434 8.1448
0.337 14.8878 0.9427 8.1387
0.3403 16.1429 0.9422 8.1317
0.3437 17.5028 0.9416 8.1258
0.3472 18.9763 0.9408 8.1208
0.3506 20.5732 0.9404 8.1184
0.3542 22.3039 0.9398 8.1175
0.3577 24.1799 0.9392 8.1174
0.3613 26.2136 0.9385 8.117
0.3649 28.419 0.938 8.1184
0.3685 30.8103 0.9373 8.1195

Table C.2: Variation of density, temperature, correlation coefficient and γ for
isomorph corresponding to GB(3, 5, 2, 1). At each step we increased density by
1%. Isomorph starts at (ρref , Tref ) = (0.25, 1.2) in isotropic phase.
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ρ T R γ

0.3 1.2 0.9166 8.2792
0.303 1.3033 0.9222 8.3223
0.306 1.416 0.9276 8.3471
0.3091 1.5387 0.9314 8.3584
0.3122 1.6722 0.9349 8.366
0.3153 1.8172 0.9371 8.353
0.3185 1.9745 0.939 8.3394
0.3216 2.1451 0.9404 8.3212
0.3249 2.33 0.9413 8.2941
0.3281 2.5303 0.9422 8.279
0.3314 2.7472 0.9426 8.2503
0.3347 2.9819 0.9429 8.2239
0.338 3.2358 0.9431 8.203
0.3414 3.5105 0.943 8.1736
0.3448 3.8075 0.9427 8.1539
0.3483 4.1287 0.9423 8.128
0.3518 4.476 0.942 8.1045
0.3553 4.8514 0.9414 8.081
0.3588 5.2571 0.9411 8.0664
0.3624 5.6958 0.9403 8.042
0.3661 6.1699 0.9396 8.0217
0.3697 6.6821 0.939 8.0091
0.3734 7.2357 0.9384 7.9917
0.3771 7.8342 0.9377 7.9798
0.3809 8.481 0.9369 7.9644
0.3847 9.18 0.936 7.9534
0.3886 9.9356 0.9354 7.9419
0.3925 10.7522 0.9345 7.9339
0.3964 11.6349 0.9337 7.9219
0.4004 12.5889 0.933 7.9171
0.4044 13.6203 0.9321 7.9109
0.4084 14.7353 0.9313 7.9057

Table C.3: Variation of density, temperature, correlation coefficient and γ for
isomorph corresponding to GB(3, 5, 2, 1). At each step we increased density by
1%. Isomorph starts at (ρref , Tref ) = (0.30, 1.2) in isotropic phase.
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ρ T R γ

0.32 1.2 0.9329 8.2558
0.3232 1.303 0.9375 8.2985
0.3264 1.4154 0.9421 8.3254
0.3297 1.5376 0.9449 8.3279
0.333 1.6704 0.9475 8.3145
0.3363 1.8143 0.9487 8.2963
0.3397 1.9703 0.9507 8.2723
0.3431 2.1391 0.9512 8.2489
0.3465 2.3218 0.9516 8.2184
0.35 2.5193 0.9531 8.1846

0.3535 2.7327 0.9533 8.1552
0.357 2.9633 0.9535 8.1233
0.3606 3.2121 0.9535 8.0878
0.3642 3.4809 0.9532 8.0605
0.3678 3.7709 0.9539 8.0259
0.3715 4.0838 0.953 7.9957
0.3752 4.4213 0.9535 7.9669
0.379 4.7853 0.9526 7.9379
0.3828 5.1779 0.9524 7.9116
0.3866 5.601 0.9525 7.882
0.3905 6.0571 0.9517 7.8567
0.3944 6.5488 0.9518 7.8242
0.3983 7.0784 0.9519 7.8016
0.4023 7.6492 0.9513 7.7826
0.4063 8.2644 0.9505 7.7576
0.4104 8.927 0.9498 7.7426
0.4145 9.6408 0.9503 7.7207
0.4186 10.4095 0.95 7.6977
0.4228 11.2374 0.9479 7.6857
0.427 12.1288 0.9486 7.6611
0.4313 13.088 0.9483 7.6448
0.4356 14.1209 0.9479 7.6245
0.44 15.2324 0.9469 7.6112

0.4444 16.4281 0.9502 7.5744

Table C.4: Variation of density, temperature, correlation coefficient and γ for
isomorph corresponding to GB(3, 5, 2, 1). At each step we increased density by
1%. Isomorph starts at (ρref , Tref ) = (0.32, 1.2) in nematic phase.
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ρ T R γ

0.33 1.1 0.9036 8.0511
0.3333 1.1926 0.9126 8.185
0.3366 1.2942 0.9195 8.2552
0.34 1.4053 0.9245 8.2996

0.3434 1.5264 0.9284 8.3145
0.3468 1.6581 0.9311 8.3065
0.3503 1.801 0.9331 8.3037
0.3538 1.956 0.9349 8.2852
0.3573 2.1238 0.9357 8.2611
0.3609 2.3053 0.9363 8.2278
0.3645 2.5016 0.9368 8.1994
0.3682 2.7137 0.9367 8.1619
0.3719 2.9429 0.9365 8.1338
0.3756 3.1904 0.936 8.0968
0.3793 3.4574 0.9358 8.0625
0.3831 3.7458 0.9349 8.03
0.387 4.0568 0.9346 7.9985
0.3908 4.3923 0.934 7.9744
0.3947 4.7543 0.933 7.9412
0.3987 5.1446 0.9322 7.9121
0.4027 5.5653 0.9312 7.8896
0.4067 6.019 0.9302 7.8636
0.4108 6.5081 0.9293 7.8395
0.4149 7.0354 0.9282 7.8189
0.419 7.6035 0.9273 7.8003
0.4232 8.2161 0.9263 7.7753
0.4274 8.8764 0.925 7.7568
0.4317 9.5879 0.924 7.7423
0.436 10.3547 0.9226 7.7261

Table C.5: Variation of density, temperature, correlation coefficient and γ for
isomorph corresponding to GB(3, 5, 2, 1). At each step we increased density by
1%. Isomorph starts at (ρref , Tref ) = (0.33, 1.1) in nematic phase.
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0.35 1.2 0.8981 7.9431
0.3535 1.2998 0.9079 8.0952
0.357 1.4094 0.9149 8.1762
0.3606 1.529 0.9192 8.2075
0.3642 1.6592 0.9221 8.2221
0.3679 1.8007 0.9244 8.2174
0.3715 1.954 0.926 8.2029
0.3752 2.12 0.927 8.1851
0.379 2.2996 0.9275 8.1607
0.3828 2.4938 0.9276 8.1315
0.3866 2.7035 0.9274 8.1003
0.3905 2.9299 0.9271 8.0699
0.3944 3.1744 0.9267 8.0394
0.3983 3.4381 0.926 8.0066
0.4023 3.7227 0.9253 7.9742
0.4063 4.0296 0.9244 7.9486
0.4104 4.3606 0.9234 7.9194
0.4145 4.7174 0.9222 7.8895
0.4187 5.1019 0.9213 7.8678
0.4228 5.5165 0.9201 7.8393
0.4271 5.9634 0.9189 7.8179
0.4313 6.445 0.9174 7.7942
0.4357 6.964 0.9164 7.7708
0.44 7.5231 0.915 7.7514

0.4444 8.1256 0.9135 7.7314
0.4489 8.7749 0.9121 7.7138
0.4533 9.4744 0.9107 7.702

Table C.6: Variation of density, temperature, correlation coefficient and γ for
isomorph corresponding to GB(3, 5, 2, 1). At each step we increased density by
1%. Isomorph starts at (ρref , Tref ) = (0.35, 1.2) in nematic phase.
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Isomorphs in Smectic Phase

The smectic phase investigation of GB(3, 5, 2, 1) is still ongoing, and we are
working on it. I would like to quote Demiguel [113]: "Our results appear
to indicate that the The smectic B phase undergoes a further transition
which implies a tilt of the average molecular orientation with respect to
the smectic layers. We should point out that the mere fact that this tilted
phase appears in our simulations does not necessarily imply that it is ther-
modynamically stable: it could be preempted by a more stable phase (for
instance, a molecular solid-like phase). Moreover, it remains unresolved to
what extent this phase is a consequence of compressing a constant-volume
cubic box. A constant pressure technique in which both the volume and
the shape of the simulation box are allowed to change would be more suit-
able for studying these highly condensed phases." We also observed similar
things. A slight change of structure happening at some reference point, Figs.
D.1 and D.5 illustrate this. We still do not entirely understand the reason,
yet acceptable collapses happen in auto-correlation functions (see Figs. D.2,
D.3, and D.4) along the isomorph. We have studied two different isomorphs,
(ρ, T ) = (0.4, 0.4) and (ρ, T ) = (0.4, 0.9), in the smectic phase. In the rest,
I only present the results corresponding to (ρ, T ) = (0.4, 0.4). Tables. D.1
and D.2 provide detailed information about the two isomorphs.
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Figure D.1: Comparing the mean square displacement along the isochore and
the isomorph in reduced unites. The data collapse is better along the isomorph.
Data correspond to around 35% variation in density as reported in table D.1.
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Figure D.2: Upper: center-of-mass velocity auto-correlation function, lower:
angular velocity auto-correlation function both as a function of reduced time.
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Figure D.3: Upper: force auto-correlation function, lower: torque auto-
correlation function both as a function of reduced time.
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Figure D.4: Upper: first-order and, lower: second-order orientational auto-
correlation function both as a function of reduced time.
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Figure D.5: Radial distribution function and orientational correlation function
plotted as functions of reduced distance along the isochore and the isomorph.
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ρ T R γ

0.4 0.4 0.956 9.4561
0.404 0.4392 0.9539 9.3492
0.408 0.4818 0.9514 9.2432
0.4121 0.5279 0.9486 9.1396
0.4162 0.5779 0.9458 9.0439
0.4204 0.632 0.9443 8.9681
0.4246 0.6908 0.9421 8.8847
0.4289 0.7543 0.9394 8.8123
0.4331 0.8232 0.9359 8.7446
0.4375 0.8976 0.9337 8.6793
0.4418 0.9783 0.9305 8.6215
0.4463 1.0656 0.9266 8.5481
0.4507 1.1598 0.9245 8.4987
0.4552 1.2618 0.9204 8.44
0.4598 1.372 0.9163 8.3922
0.4644 1.491 0.9082 8.3095
0.469 1.619 0.9052 8.2758
0.4737 1.7573 0.9015 8.2207
0.4785 1.9064 0.896 8.1537
0.4832 2.067 0.8908 8.1013
0.4881 2.2402 0.8873 8.0615
0.493 2.427 0.8822 8.0374
0.4979 2.6281 0.8785 8.0069
0.5029 2.8451 0.8709 7.9258
0.5079 3.0787 0.8676 7.9055
0.513 3.3306 0.8623 7.8758
0.5181 3.602 0.8577 7.8463
0.5233 3.8947 0.8523 7.8168
0.5285 4.2108 0.854 7.8451
0.5338 4.55 0.8336 7.7719
0.5391 4.9171 0.8083 7.9098
0.5445 5.3281 0.8575 8.0181
0.55 5.7701 0.8542 7.9963

0.5555 6.2481 0.8507 7.9868
0.561 6.7649 0.8486 7.9885
0.5666 7.3245 0.8424 7.9914
0.5723 7.9304 0.8397 7.9524

Table D.1: Variation of density, temperature, correlation coefficient and γ for
the isomorph starting at (ρref , Tref ) = (0.4, 0.4). At each step we increased
density by 1%.
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ρ T R γ

0.4 0.9 0.9524 9.2144
0.404 0.9861 0.9502 9.167
0.408 1.0807 0.947 9.2859
0.4121 1.1868 0.944 9.5727
0.4162 1.3056 0.9419 9.4825
0.4204 1.4309 0.9418 8.964
0.4246 1.5626 0.9404 8.7475
0.4289 1.7035 0.9383 8.6268
0.4331 1.8555 0.9361 8.5398
0.4375 2.0194 0.9335 8.4613
0.4418 2.1965 0.9305 8.4155
0.4463 2.3874 0.928 8.3218
0.4507 2.5933 0.9256 8.2644
0.4552 2.8151 0.9221 8.2157
0.4598 3.0541 0.9205 8.1504
0.4644 3.3108 0.9174 8.0744
0.469 3.5875 0.9154 8.0751
0.4737 3.8857 0.9131 7.9967
0.4785 4.2063 0.9086 7.9369
0.4832 4.5507 0.9054 7.8931
0.4881 4.9215 0.9025 7.8532
0.493 5.3211 0.9012 7.8212
0.4979 5.7506 0.8984 7.7878
0.5029 6.2128 0.889 7.7568
0.5079 6.7026 0.8811 7.5906
0.513 7.2277 0.8793 7.5639
0.5181 7.792 0.8757 7.544
0.5233 8.4164 0.9012 8.2261
0.5285 9.1338 0.8987 8.1691
0.5338 9.9127 0.8952 8.1572
0.5391 10.7494 0.896 8.1361
0.5445 11.6467 0.8954 8.0925
0.55 12.7586 0.9052 8.7326

0.5555 13.9398 0.9053 8.5871
0.561 15.1705 0.9041 8.412
0.5666 16.4842 0.9038 8.2758

Table D.2: Variation of density, temperature, correlation coefficient and γ for
the isomorph starting at (ρref , Tref ) = (0.4, 0.9). At each step we increased
density by 1%.
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ABSTRACT

This paper studies physical aging by computer simulations of a 2:1 Kob–Andersen binary Lennard-Jones mixture, a system that is less prone
to crystallization than the standard 4:1 composition. Starting from thermal-equilibrium states, the time evolution of the following four quan-
tities is monitored by following up and down jumps in temperature: potential energy, virial, average squared force, and the Laplacian of
the potential energy. Despite the fact that significantly larger temperature jumps are studied here than in typical similar experiments, to a
good approximation, all four quantities conform to the single-parameter-aging scenario derived and validated for small jumps in experiments
[T. Hecksher, N. B. Olsen, and J. C. Dyre, J. Chem. Phys. 142, 241103 (2015)]. As a further confirmation of single-parameter aging with a
common material time for the four different quantities monitored, their relaxing parts are found to be almost identical for all temperature
jumps.

Published under license by AIP Publishing. https://doi.org/10.1063/5.0039250., s

I. INTRODUCTION

It is of great interest to be able to predict how much and
how fast material properties change over time.1 Such gradual prop-
erty changes are referred to as aging. Corrosion and weathering,
in general, give rise to aging. The term “physical aging” refers to
changes in material properties that result exclusively from molec-
ular rearrangements, i.e., involve no chemical changes.2–4 A number
of theories of physical aging have been developed,2–15 and physi-
cal aging has been the subject of experimental studies in different
contexts dealing with, e.g., oxide glasses,3,4 polymers,5,16–20 metal-
lic glasses,21,22 colloids,22 and spin glasses.23,24 Examples of quan-
tities monitored in order to probe physical aging are density,19,25

enthalpy,3,6 Young’s modulus,19 and various frequency-dependent
responses.7,8,26–32

Physical aging is generally both non-exponential and non-
linear. The latter property is reflected in the fact that the system’s
response to a small perturbation depends on both the sign and the
magnitude of the input. Ideally, an aging experiment consists of an
up or a down jump in temperature starting from a state of thermal

equilibrium, eventually ending in equilibrium at the “target”
(annealing) temperature. The hallmark of aging is that these two
responses, even if they go to the same temperature, are not mir-
ror symmetric. A down jump is fast at the beginning but slows
down gradually as equilibrium is approached (“self-retarding”). An
up jump—while slower in the beginning—will, after an initial delay,
show a steeper approach to equilibrium (“self-accelerating”).4,9,19

This is the fictive-temperature effect, also referred to as “asymmetry
of approach,”33–35 an effect that is well understood as a consequence
of the fact that the relaxation rate itself ages.4–6,16,36–39

In experimental studies of physical aging, the temperature T
is externally controlled and identified as the phonon “bath” tem-
perature measured on a thermometer. Recently, Hecksher et al.8

and Roed et al.40 studied the physical aging of glass-forming liq-
uids around the glass transition temperature by probing the shear-
mechanical resonance frequency (∼360 kHz), the dielectric loss at
1 Hz, the real part of the dielectric constant at 10 kHz, and the
loss-peak frequency of the dielectric beta process (∼10 kHz). These
authors developed a “single-parameter aging” (SPA) formalism as
a simple realization of Narayanaswamy’s idea that a material time
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controls aging.3 SPA basically allows one to predict the normal-
ized relaxation functions of an arbitrary temperature jump from
the data of a single jump. SPA was first demonstrated for jumps
to the same temperature for three different van der Waals liquids8

and subsequently generalized to deal with jumps ending at different
temperatures in a study of glycerol.40

The motivation of this study is to illuminate how general SPA is
by investigating whether SPA applies also in computer simulations.
The advantage of simulations is that one can probe well-defined
microscopic quantities and, for instance, easily study the aging of
several different quantities under identical circumstances. We report
below data for the physical aging of a binary Lennard-Jones mix-
ture upon a temperature jump. The following four quantities were
monitored: virial, potential energy, average squared force, and the
Laplacian of the potential energy. We find that all four quantities
conform to SPA to a good approximation, even for temperature
jumps as large as 10%.

II. THE TOOL-NARAYANASWAMY MATERIAL-TIME
CONCEPT

Above the melting temperature, a liquid is rarely particularly
viscous. At lower temperatures, the liquid becomes supercooled, and
because of the extraordinary large viscosities reached upon further
cooling, the liquid gradually behaves more like a “solid that flows”
than like an ordinary liquid.41 For both the ordinary liquid phase
and the glass phase, under ambient pressure conditions, physical
properties are found to depend only on the temperature. At temper-
atures in the vicinity of the glass transition temperature (defined by
the applied cooling and heating rates), however, the behavior is dif-
ferent. In this temperature range, the molecular structure changes
gradually with temperature, and following an external perturba-
tion, a noticeable delay is observed before equilibrium is reached.
In this case, the physical properties depend not just on the actual
temperature, but on the entire thermal history of the system.

In 1971, Narayanaswamy established what has become the
standard formalism for physical aging. It was developed for pre-
dicting how the frozen-in stresses in a wind shield depend on the
glass’s thermal history during production. The theoretical frame-
work, which turned out to be generally applicable for physical aging
involving moderate temperature changes,3,4 is now referred to as
the Tool-Narayanaswamy (TN) formalism. This framework sys-
tematically addresses the non-exponential and non-linear nature of
aging. The TN formalism reproduces all observed qualitative fea-
tures of physical aging, and it is also in quantitative agreement with
experiments.2–4,42,43

The crucial concept of TN is that of a material time, denoted
by ξ. The material time may be thought of as the time measured
on a clock with a clock rate, γ(t), that changes as the material ages.
Simply put, the material time is the time that a substance “experi-
ences,” which in equilibrium is proportional to the actual time. In
this physical picture, one expects the existence of a single material
time controlling the physical aging of different quantities.

Since the clock rate by definition measures how fast the material
time changes,3,43 one has

dξ = γ(t)dt. (1)

Narayanaswamy showed from experimental data that if one switches
from time to material time the aging response becomes linear. In
other words, a non-linear aging response is described by a linear
convolution integral over the material time.3,4 This was an impor-
tant and highly nontrivial finding. For instance, it implies that the
“asymmetry of approach” becomes a “symmetry of approach” when
jumps of equal magnitude to the same temperature are considered
as functions of the material time.

III. SIMULATION DETAILS

The simulations were performed in the NVT ensemble with
the Nosé–Hoover thermostat using the RUMD (Roskilde Univer-
sity Molecular Dynamics) GPU open-source code (http://rumd.org).
We simulated a system of 10 002 particles consisting of two different
Lennard-Jones (LJ) spheres, A and B. Writing the LJ pair poten-
tial between particles of type α and β as vαβ(r) = εαβ((r/σαβ)−12

− (r/σαβ)−6) (α, β = A, B), the parameters used are σAA = 1.0,
σAB = σBA = 0.8, σBB = 0.88, εAA = 1.0, εAB = εBA = 1.5, and εBB =
0.5. All simulations employed a MD time step of 0.0025 (in the units
defined by the A particle parameters) and a shifted-potential cutoff
of vαβ(r) at rcut = 2.5σαβ. The pair-potential parameters are the same
as those of the well-known Kob–Andersen (KA) mixture,44 which
has previously been used for numerical studies of physical aging and
other glass-transition related non-equilibrium phenomena.45–49 We
use a ratio of A and B particles that is 2:1 instead of the standard
4:1 ratio, however, because the 2:1 mixture is much more resistant
toward crystallization than the 4:1 composition50–52 (an alternative
option for avoiding crystallization of KA mixtures is to keep the
4:1 composition and employ a short-distance shifted-force cutoff
for the AA and BB interactions53). To facilitate a comparison of
results for the two different compositions, we note that the mode-
coupling temperature is around 0.55 for the 2:1 KA system, whereas
it is around 0.44 for the standard mixture.

All results reported below were obtained at density 1.4 (in A
particle units) and represent averaging over 100 simulations. Each
data point was obtained by averaging in time every 2048 time steps
for an interval of 32 768 time steps. Before performing a temperature
jump, the system was carefully equilibrated. To reach equilibrium at
the lowest temperature (T = 0.50) and ensure that there is no crystal-
lization issue, we first simulated the system by performing 2.4 × 1011

time steps. After this, 100 equilibrium configurations were obtained
by dumping a configuration every 1.678 × 108 time steps, which is
of the same order of magnitude as the average relaxation time. At
higher temperatures, equilibrium is reached much faster, of course.

Initially, the following five quantities were probed: the potential
energy, the virial, the configurational temperature defined by

kBTconf = ⟨(∇U)2⟩⟨∇2U⟩ , (2)

its numerator (the average squared force), and its denominator (the
Laplacian of the potential energy). In equilibrium in the thermody-
namic limit, the configurational temperature is equal to the tem-
perature T. The data of this study, obtained after averaging over
100 simulations, are presented in Figs. 1 and 2. We find that the
configurational temperature does not age but equilibrates almost
instantaneously [Fig. 1(c)], confirming previous results by
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FIG. 1. Aging data for jumps to the
same target temperature. Each panel
shows four jumps from Tstart = T0 + ΔT
to T0 = 0.55 with ΔT = ±0.03 and
ΔT = ±0.05. Results for temperature
up jumps are shown in red and green,
while those for down jumps are shown in
blue and orange. The fictive-temperature
effect (asymmetry of approach) is clearly
observed, with down jumps being faster
and more stretched than up jumps: (a)
potential energy; (b) virial; (c) configura-
tional temperature [Eq. (2)], which does
not age; (d) average squared force; and
(e) the Laplacian of the potential energy.

Powles et al.54 We have no simple explanation of this observation.
The remainder of the paper focuses on the aging of the four other
quantities. These quantities are easily probed and obvious choices
for testing SPA in a computer simulation.

After equilibration at each starting temperature Tstart = T0
+ ΔT, we initiate an aging simulation at t = 0 by changing the
thermostat temperature to the “target” temperature T0. The system
eventually reaches the thermal equilibrium at T0. We denote the
quantity probed by χ(t). The equilibrium value of χ at T0 is denoted
by χeq, while χ(0) is the equilibrium value of χ at Tstart, i.e., just before
the jump is initiated at t = 0.

From χ(t), we define for each temperature jump the normalized
relaxation function R(t) by subtracting the value of χ at T0 from the
value at each time, subsequently dividing by the overall change, i.e.,

R(t) ≡ χ(t) − χeq
χ(0) − χeq . (3)

Note that while R(0) = 1 just before the jump is initiated, within a
few time steps after t = 0 there is a significant “instantaneous” drop
in R(t). Aging descriptions conventionally focus only on the subse-
quent, relaxing part of the temperature response, but it is convenient
to use instead the above defined R(t) because this quantity can be
determined directly from the data without having to estimate the
magnitude of the initial “instantaneous” change of χ.

IV. SINGLE-PARAMETER AGING

We briefly review here the derivation of SPA, which is based on
two assumptions within the TN formalism.8,40 The first assumption
is that the clock rate, γ(t), is determined by the monitored parameter
χ(t) itself. The second assumption is that temperature changes are
so small that a first-order Taylor expansion of the logarithm of the
aging rate in terms of χ applies. If Δχ(t) ≡ χ(t) − χeq is the variation of
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FIG. 2. Aging data for jumps from the
same temperature. Each panel shows
four jumps from T0 = 0.55 to 0.55 + ΔT
with ΔT = ±0.03 and ΔT = ±0.05.
Results for temperature up jumps are
shown in red and green, while those
for down jumps are shown in blue and
orange. Note that the scale on the y axis
is different from that of Fig. 1. (a) Poten-
tial energy, (b) virial, (c) configurational
temperature, (d) average squared force,
and (e) the Laplacian of the potential
energy.

χ from its equilibrium value at the target temperature T0 [implying
that Δχ(t)→ 0 as t →∞], the first-order Taylor expansion leads to8

ln γ(t) = ln γeq + Δχ(t)/χconst, (4)

in which γeq is the equilibrium relaxation rate at the target temper-
ature T0 and χconst is a constant of the same dimension as χ. This
expression summarizes the general SPA framework. In conjunction
with the TN basic assumption that physical aging is a linear response
in the temperature variation when formulated in terms of the mate-
rial time, SPA may be applied to any relatively small temperature
variation, no matter whether it is continuous or discontinuous. We
henceforth consider the simplest case with that of a (discontinuous)
temperature jump.

Since Δχ(t) = Δχ(0)R(t) by the definition of R(t), Eq. (4)
implies8

γ(t) = γeq exp(Δχ(0)
χconst

R(t)). (5)

The normalized relaxation function R(t) is given by3,4,8

R(t) = Φ(ξ). (6)

The point of the TN formalism is that the function Φ(ξ) is the same
for all temperature jumps. In contrast, the time dependence of the
material time, ξ(t), is not universal because the aging rate changes
as the system ages. In conjunction with the definition of the aging
rate in terms of the material time [Eq. (1)], Eq. (6) implies Ṙ(t) =
Φ′(ξ)γ(t). Since Eq. (6) means that ξ is the same function of R for
all jumps, by defining F(R) ≡ −Φ′(ξ(R)), one gets8

Ṙ(t) = −F(R)γ(t). (7)
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The negative sign in Eq. (7) is convenient because R(t) is (usu-
ally) a monotonically decreasing function of time, thus making F(R)
positive.

Equations (5) and (7) lead to

− Ṙ(t)
γeq

exp(−Δχ(0)
χconst

R(t)) = F(R(t)). (8)

Since the right-hand side for a given value of R(t) is independent
of the jump sign and magnitude, this applies also for the left-hand
side. This prediction was validated in 2015 in experiments monitor-
ing four different quantities.8 From Eq. (8), one can basically predict
the relaxation function of one jump from the relaxation function of
another jump since a single jump is enough to determine the func-
tion F(R). In order to determine the constant χconst, however, two
jumps are needed (see below); alternatively, a determination of the
equilibrium relaxation rate at two different temperatures can also be
used to find χconst. We refer below to the “known” relaxation func-
tion as “jump1,” while the relaxation function to be compared to the
prediction based on jump1 is referred to as “jump2.”

For the times t∗1 (R) and t∗2 (R) at which two jumps have
the same normalized relaxation function, i.e., R1 = R2 = R, since
F(R1) = F(R2), Eq. (8) implies that

− dR1

dt∗1 ⋅
1

γeq,1
⋅ exp(−Δχ(0)1

χconst
R(t∗1 ))

= −dR2

dt∗2 ⋅
1

γeq,2
⋅ exp(−Δχ(0)2

χconst
R(t∗2 )). (9)

If we choose dt∗1 and dt∗2 such that dR1 = dR2 and use R1(t∗1 )= R2(t∗2 ), Eq. (9) leads to

dt∗2 = γeq,1

γeq,2
exp(Δχ(0)1 − Δχ(0)2

χconst
R(t∗1 ))dt∗1 . (10)

By integrating this, one gets

t2 = ∫ t2

0
dt∗2 = γeq,1

γeq,2
∫ t1

0
exp(Δχ(0)1 − Δχ(0)2

χconst
R(t∗1 ))dt∗1 . (11)

Equation (11) states that for predicting jump2, one just needs to
“transport” the discrete time vector t1 = (t1

1 , t2
1 , . . . , tn1) and its cor-

responding relaxation vector R1 = (R1
1,R2

1, . . . ,Rn
1) to a new time

vector t2 = (t1
2 , t2

2 , . . . , tn2), corresponding to the same R vector R1.40

Thus, by plotting (t2, R1) and (t2, R2), data are predicted to collapse
if SPA applies. For jumps to the same target temperature, Eq. (11)
reduces to8

t2 = ∫ t1

0
exp(Δχ(0)1 − Δχ(0)2

χconst
R(t∗1 ))dt∗1 . (12)

The more general SPA version developed by Roed et al.40 allows
one to predict all jumps from the knowledge of a single jump and

TABLE I. Different values of χconst—derived using Eq. (14) for jumps from 0.60 and
0.50 to the target temperature 0.55.

Quantity U W (∇U)2 ∇2U

χconst 0.018 57 0.099 44 5.117 10.04

χconst [still assuming that ΔT is small enough to justify the first-
order Taylor expansion given in Eq. (4)]. In contrast to the first
SPA derivation considering only jumps to the same target temper-
ature,8 however, one needs to know the equilibrium clock rate, γeq,
at the target temperature T0. In this paper, we identified this quan-
tity from γeq ≡ 1/τ, in which the relaxation time τ is determined
from the intermediate scattering function evaluated at the wave vec-
tor corresponding to the first-peak maximum of the AA particle
radial distribution function (τ is the time at which this quantity has
decayed to 0.2).

From two jumps to the same target temperature, by means of
Eq. (12), χconst can be determined and subsequently used to predict
all the other jumps. Thus, Eq. (12) implies that

t2(R) − t1(R) = ∫ t1(R)
0

[exp(Δχ(0)1 − Δχ(0)2

χconst
R(t∗1 )) − 1]dt∗1 .

(13)

A similar expression applies for t1(R) − t2(R). Taking the long-
time limits of these expressions for the two normalized relaxation
functions in question leads to the self-consistency requirement,8

∫ ∞
0
[exp(Δχ(0)1 − Δχ(0)2

χconst
R(t∗1 )) − 1]dt∗1

+ ∫ ∞
0
[exp(Δχ(0)2 − Δχ(0)1

χconst
R(t∗2 )) − 1]dt∗2 = 0. (14)

Equation (14) is an equation for χconst that is easily solved numeri-
cally. The value of χconst depends on the quantity probed, of course.
Table I provides the values of χconst for the four different quantities
monitored.

V. TEMPERATURE-JUMP RESULTS

Figure 3 investigates SPA for jumps to the same target tempera-
ture (T0 = 0.55). In the upper panels, down jumps (green) were used
to predict up jumps (blue), and in the lower panels, up jumps were
used to predict down jumps. The relaxation curves do not start at
unity because of the already mentioned “instantaneous” jump that
occurs within the first few time steps of an aging simulation. The
relative magnitude of this jump depends on the quantity in ques-
tion. Jumps to different target temperatures were also investigated
(Fig. 4). The predictions in the upper panels are based on up jumps,
while the predictions in the lower panels are based on down jumps.
There are small deviations at the beginning, and the predictions do
not fit data as well for larger jumps as for smaller ones. Despite these
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FIG. 3. Test of the SPA predictions for
jumps to the same target temperature
T0 = 0.55. The data for the “jump1” nor-
malized relaxation functions R(t) are rep-
resented by the green curves. The pre-
dictions based on jump1 according to
Eq. (12) are represented by the orange
curves. These are to be compared to
the “jump2” data (blue curves). (a) and
(b) give the predictions of up jumps
based on down jumps for the poten-
tial energy and the virial, respectively.
(c) and (d) give the predictions of down
jumps based on up jumps for the Lapla-
cian of the potential energy and the aver-
age squared force, respectively.

minor deviations, we conclude that, overall, the results validate SPA
for computer simulations.

Figures 5 and 6 plot for each temperature jump all four relax-
ation curves. The curves have here been scaled empirically by

multiplying R(t) by a constant in order to be able to compare the
relaxing parts of the aging signals. We see that the four quanti-
ties relax almost identically. This demonstrates a physically appeal-
ing version of SPA according to which all four quantities’ age in

FIG. 4. SPA tested for jumps starting
at the same temperature (0.55) and
ending at different target temperatures.
Jump1 data are represented by the
green curves. The predictions based on
jump1 according to Eq. (12) are repre-
sented by orange, while the jump2 sim-
ulation results are represented by blue.
(a) and (b) give the predictions of down
jumps based on up jumps for the poten-
tial energy and the virial, respectively. (c)
and (d) give the predictions of up jumps
based on down jumps for the Laplacian
of the potential energy and the average
squared force, respectively.
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FIG. 5. Empirically scaled relaxation
curves of the four quantities, plotted for
each of the four jumps to the target tem-
perature 0.55. The black points repre-
sent the potential energy, yellow points
represent the virial, green points rep-
resent the average squared force, and
red points represent the Laplacian of the
potential energy. The dashed lines mark
zero.

FIG. 6. Empirically scaled relaxation curves of the four quantities, plotted for each of the four jumps away from the target temperature 0.55. The same color codes are used
here as in Fig. 5.
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the same way and controlled by the same material time. This is
consistent with a material time thought of physically as reflect-
ing the time on an “internal clock” of the aging system. In the
present context, we note, however, that part of the scaled relaxing
curves being virtually identical is not surprising. Thus, it is known
that binary Lennard-Jones systems have strong virial potential-
energy correlations, implying that in equilibrium, the virial is a
linear function of the potential energy.55–57 This extends to out-
of-equilibrium situations.58 Thus, one expects the virial and the
potential energy to have the same relaxation functions, except for
scaling constants. Likewise, the observation that the configurational
temperature equilibrates almost instantaneously implies that its
numerator (the average squared force) and its denominator (the
Laplacian of the potential energy) must have the same relaxation
functions.

VI. DISCUSSION

While physical aging is usually studied experimentally, com-
puter simulations provide an alternative means for systematically
investigating aging. For instance, it is much easier to control and
rapidly change temperature in a computer simulation. It should
be noted, though, that it is only with the presently available
strong computing powers that it is possible to obtain the sim-
ulation results of a quality approaching that of the best aging
experiments.

We find that SPA works well in computer simulations, albeit
with an accuracy that decreases somewhat as the jump size increases.
This is not surprising since a first-order Taylor expansion was
used to derive SPA. It is important to note, however, that the
largest temperature jumps considered here are, relatively, almost ten
times larger than those of the experimental validations of the SPA
formalism8,40 (10% vs 1%). Not surprisingly, the larger the devia-
tions observed in some of the predictions at the beginning are, the
larger the jumps are. Confirming the previous findings by Powles
and co-workers,54 we find that the configurational temperature,
kBTconf, does not age; on the other hand, both its numerator and
denominator age following SPA. We recommend using data from
up and down jumps with the same magnitude to the same tar-
get temperature when identifying χconst by use of Eq. (14). In this
way, one avoids the need to model the temperature dependence
of γeq.

The above-mentioned computer simulations were performed
at constant volume. We have not attempted to test SPA in constant-
pressure simulations but expect that SPA applies equally well here.
Thus, the experiments confirming SPA were all performed at ambi-
ent pressure;8,40 moreover, the SPA derivation does not assume
constant-volume conditions.

SPA is the simplest aging scenario consistent with the TN
concept of a material time. This is because SPA is derived by
assuming just a single relevant parameter and because first-order
Taylor expansions are used.8 Our finding that all four quantities
conform to SPA and relax in the same way shows that they are con-
trolled by the same material time. This is not trivial. Whether all
quantities of the binary LJ system age controlled by this clock is
an interesting question for future work. It would also be interest-
ing to investigate whether the agreement with simulations may be

improved by Taylor expanding to higher order, without making the
SPA formalism highly involved or introducing a wealth of adjustable
parameters.
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Predicting nonlinear physical aging of glasses 
from equilibrium relaxation via the material time
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The noncrystalline glassy state of matter plays a role in virtually all fields of materials science and offers com-
plementary properties to those of the crystalline counterpart. The caveat of the glassy state is that it is out of 
equilibrium and therefore exhibits physical aging, i.e., material properties change over time. For half a century, 
the physical aging of glasses has been known to be described well by the material-time concept, although the 
existence of a material time has never been directly validated. We do this here by successfully predicting the 
aging of the molecular glass 4-vinyl-1,3-dioxolan-2-one from its linear relaxation behavior. This establishes 
the defining property of the material time. Via the fluctuation-dissipation theorem, our results imply that physical 
aging can be predicted from thermal-equilibrium fluctuation data, which is confirmed by computer simulations of 
a binary liquid mixture.

INTRODUCTION
Physical aging deals with small property changes resulting from 
molecular rearrangements (1–5). While the aging of a material is, in 
practice, often due to chemical degradation, physical aging does not 
involve any chemical change. Understanding this type of aging is 
crucial for applications of noncrystalline materials such as oxide 
glasses (4, 6–8), polymers (2, 5, 9–13), metallic glasses (14–18), 
amorphous pharmaceuticals (19), colloidal suspensions (20), etc. 
For instance, the performance of a smartphone display glass sub-
strate is controlled by details of the physical aging during produc-
tion (21), and some plastics eventually become brittle as a result of 
physical aging (22). Noncrystalline or partly noncrystalline states 
play a role in modern materials science, e.g., in connection with 
metal-organic frameworks (23) and high-entropy alloys (24), and 
physical aging is also important in connection with active matter 
(25–27). Last, it should be mentioned that aging under nano-
confined conditions differs from that of bulk materials (28). The 
lack of a fundamental understanding of the glassy state and its aging 
with time influences all branches of materials science, which explains 
the continued interest in the field from a theoretical point of view 
(17, 27, 29–32).

Describing and predicting physical aging has been a focus of 
glass science for many years, yet the subject still presents important 
challenges (13, 31). In this work, we address the concept of a 
material (“reduced”) time controlling aging, which was proposed 
by Narayanaswamy in 1971 in a paper dealing with the physical 
aging of oxide glasses (6). A closely related formalism describing 
polymer aging was developed a few years later by Kovacs and 
co-workers (3) and, in the 1990s, in the entirely different context of 
spin glasses by Cugliandolo and Kurchan (29). The material-time 
concept rationalizes several notable aging phenomena (4, 6, 33–35). 
It is used routinely in both basic research and applications. The 
material-time formalism is generally recognized to describe well the 

physical aging of systems subjected to relatively small temperature 
variations, but the existence of a material time has never been 
validated in direct experiments. We do this here in long-time ex-
periments on a glass-forming molecular liquid by demonstrating 
the fundamental prediction that linear response aging data determine 
the nonlinear aging behavior in the intermediate regime involving 
temperature variations of a few percent.

Physical aging is a complex phenomenon as it is both nonexpo-
nential and nonlinear. The simplest and best controlled aging 
experiment is based on the temperature jump protocol: The sample 
is initially in a state of thermal equilibrium, then its temperature is 
changed instantaneously, i.e., rapidly compared to the response time 
of the material, and the full approach to equilibrium at the new 
temperature is monitored as a function of time (36). This procedure 
requires a setup that allows for fast temperature changes and has a 
precise temperature control with a minimal long-time drift. More-
over, accurate measurements are needed because the long time tail 
of physical aging, as well as the entire aging response to a small tem-
perature step, involves only minute changes of material properties.

Our experimental setup is based on a Peltier element in direct 
contact with a plane-plate capacitor. The setup keeps temperature 
constant over months with less than 1 mK variation, and the sam-
ples are so thin (50 m) that the temperature may be changed with-
in a few seconds to a new, constant value. Dielectric properties are 
monitored using an ultraprecision Andeen-Hagerling capacitance 
bridge. More details on the setup are provided in Materials and 
Methods and in (36–40).

RESULTS
We performed several temperature jump experiments around a 
reference temperature on the glass-forming liquid 4-vinyl-1,3- 
dioxolan-2-one (VEC) and monitored, after each jump, both the 
real and the imaginary part of the capacitance at 10 kHz as the 
system gradually equilibrates (41, 42). The real part of the VEC data 
is presented in Fig. 1; the imaginary part of the data can be found in 
the Supplementary Materials in which we also give analogous data 
for N-methyl--caprolactam (NMEC). Capacitance can be measured 
very precisely and is an excellent probe in aging experiments 
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(36, 43, 44). For samples of molecules with a low dipole moment, 
the real part of the capacitance provides a direct measure of the 
density (38). The VEC and NMEC molecules have large dipole 
moments, which implies that rotational polarizations contribute 
substantially to the capacitance even at high frequencies (38, 45). 
Although this means that the simple connection to density is lost, 
the capacitance still provides a precise probe of the state of the 
sample during aging.

The reference temperature for the VEC experiment is 164.6 K at 
which the main (alpha) relaxation time is roughly 12 hours (see the 
Supplementary Materials). This is large enough for the setup to 
thermalize after a temperature jump before any notable relax-
ation has taken place in the sample. Figure 1A shows our tempera-
ture protocol with the 10 kHz real part of the capacitance measured 
as a function of time. The first 36 weeks of the experiment were 
devoted to single temperature jumps with size varying from 10 mK 
to 3 K, carefully equilibrating the sample after each jump before the 
next one was initiated. The last 15 weeks were spent on temperature 
variations involving double jumps and sinusoidal modulations. The 
latter are not resolved in this figure, where they appear as thick 
turquoise vertical lines; we return to these protocols later (Figs. 2 

and 3). Figure 1B shows the data for the single jumps plotted as a 
function of the logarithm of the time that has passed after each 
jump was initiated. Note that these curves have very different 
shapes, demonstrating that even fairly small temperature jumps 
lead to a notable nonlinear response. This is a hallmark of physi-
cal aging, reflecting the “asymmetry of approach” that jumping to 
the same final temperature from a higher temperature results in a 
faster and more stretched response than the same size jump com-
ing from below (4, 6, 13, 46). Figure 1C focuses on the smaller jumps 
that are not resolved in Fig. 1B.

The response to a temperature variation is usually highly non-
linear. Nevertheless, any response is expected to have a small- 
amplitude limit at which the measured quantity, X(t), depends 
linearly on the external perturbation. Even in this limit, the mea-
sured signal, in general, depends on the temperature history. This 
means that X(t) in the linear limit is given by a convolution of the 
change in temperature with the normalized linear time-domain 
response function Rlin(t) in the following manner
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Fig. 1. Overview of the temperature protocol and the raw data of the full 
experiment on VEC. (A) The experimental protocol realized by temperature 
modulations around the reference temperature 164.6 K (top) and the real part of 
the measured capacitance C′(10 kHz) (bottom), both plotted as functions of time 
on a linear scale. Jumps larger than 100 mK are colored, while jumps of 100 mK or 
less are depicted on a gray scale; a selection of the latter is shown in the inset. The 
sinusoidal temperature modulations that are also studied (see below) are not 
resolved in this figure, where they appear as turquoise thick vertical lines. (B) The 
capacitance C′(10 kHz) data plotted as functions of the logarithm of the time 
t that has passed after each jump. (C) Magnification of the jumps of magnitude 
100 mK or less.

0 2 4 6
Log10 (t/s)

0.0

0.5

1.0

R
(t)

| T| = 100 mK

| T| = 50 mK

| T| = 20 mK

| T| = 10 mK

TimeTe
m

pe
ra

tu
re

Ti

Tb

T = Ti − Tb

10

15

20

0 1 2 3 4 5 6
Log10 ((t - t i)/s)

0
1
2

C
'(t

) −
 C

' eq
 (f

F)

0 1 2 3 4
t (104 s)

49.72

49.73

C
'(t

) (
pF

)

Temperature

C
ap

ac
ita

nc
e

Equ
ilib

riu
m

Glassy

Aging

0.1  0.125 0.15 
t (105 s)

164.696

164.697

164.698

T
(t)

 (K
)

49.7367

49.7369

49.7371

C
'(t

) (
pF

)

0.05 0.1 0.15 0.2 
t (105 s)

164.67

164.68

164.69

164.70

T
(t)

 (K
)

49.733

49.735

49.737

C
'(t

) (
pF

)

164.5

164.6

164.7
T

(t)
 (K

)

0  0.5 1  1.5 2  
t (105 s)

49.71

49.72

49.73

C
'(t

) (
pF

)

T0 - 100 mK

T0 - 50 mK

T0 T0 - 100 mK T0 - 50 mK
A B

C

Fig. 2. The real part of the capacitance from small-amplitude temperature 
modulation experiments on VEC along with predictions demonstrating that 
the response is linear. (A) Normalized relaxation function (Eq. 3) of single tempera-
ture jumps of amplitude 10 to 100 mK around the reference temperature T0 = 
164.6 K. All data collapse as predicted for linear relaxation. (B) Data from a 
small-amplitude temperature double jump starting at T0 = 164.6 K and jumping 
first by −100 mK and then by +50 mK (colored curves) along with the prediction 
according to Eq. 4 (black dashed lines). The top panel shows the full experiment on 
a linear time scale; the bottom panel shows the data on a logarithmic time scale 
that sets the time of the beginning of each temperature jump to zero. The inset 
illustrates the temperature protocol. (C) Sinusoidal small-amplitude temperature 
protocol (red points) and data (turquoise points behind the black points). The 
prediction based on the linear response formalism (Eq. 5) is shown as black points. 
The deviations between prediction and data that can barely be discerned in the 
main figure can be seen in the magnified panels.
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  X(t ) −  X  eq  (T ) = −    X    ∫−∞  
t
     R  lin  (t − t′)   dT ─ dt′   dt′   (1)

Here, the temperature T is, in general, a function of the time t, 
Xeq(T) is the equilibrium value of the measured property at tem-
perature T, and X = dXeq/dT quantifies its temperature depen-
dence. This linear description is also known as the Boltzmann 
superposition principle. In the case of a temperature jump at time 
zero from the initial temperature Ti to the “bath” temperature Tb, 
one has dT/dt′ = −T(t′) in which (following the convention in 
the field) T = Ti − Tb and (t′) is the Dirac delta function. Equation 
1 implies that the time-dependent response is XTRlin(t). Defining 
X = Xeq(Ti) − Xeq(Tb) and noting that X = XT, the response 
is given by

  X(t ) −  X  eq  ( T  b   ) = X  R  lin  (t)   (2)

We have previously worked with this linear limit for tempera-
ture jumps down to 100 mK (38–40, 47); the data of the present 
paper take this a step further by involving temperature jumps as 
small as 10 mK, as well as by optimizing the protocol to make it 
possible to properly resolve both the long- and the short-time 
plateaus of the linear aging curve.

Linearity is investigated, in general, by considering the normal-
ized relaxation function of the quantity X, denoted by R(t), which 
for a jump to temperature Tb at t = 0 is defined by

  R(t ) =   
X(t ) −  X  eq  ( T  b  )

  ─ 
X     (3)

We note that R(0) = 1 and that R(t) goes to zero as the system equil-
ibrates at Tb at long times. Whenever the data are in the linear regime, 
the relaxation function is the response function of Eq. 1, R(t) = 
Rlin(t), i.e., relaxations following all temperature jumps have the same 
time-dependent normalized relaxation function in the linear limit.

Figure 2 shows R(t) for temperature jumps of magnitude 10 to 
100 mK to and from the reference temperature, where X = C′(10 kHz) 
is the real part of the capacitance at 10 kHz of VEC. Similar data are 
shown for the imaginary part and for NMEC in the Supplementary 
Materials. The short-time plateau of R(t) is below the theoretical 
value R(0) = 1. This is because there is a fast response that cannot be 
resolved by our setup, a common finding in studies of physical 
aging that was discussed in detail in previous works (39, 47). We 
believe that the fast response mainly happens on the phonon time 
scale due to vibrational and librational equilibration. In addition, 
one or more beta relaxations may take place at times shorter than 
the experimental cutoff of about 4 s (the time it takes to change 
temperature and equilibrate the setup at the new temperature). 
However, in the dielectric spectra (Fig. S1), the beta relaxation is 
only seen as a small shoulder, which indicates that it probably only 
accounts for a few percent of the initial decay in R(t).

All the normalized relaxation functions observed for these small 
temperature jumps around the reference temperature collapse within 
the experimental uncertainty, as predicted for a linear response. 
True linearity is a theoretical limit, which means that higher preci-
sion and better resolution would reveal tiny differences between the 
relaxation curves. For the data of Fig. 2, the uncertainty is of the 
same order of magnitude as the symbol size and no differences are 
resolved, meaning that the measured curves for all practical purposes 
represent the linear response function Rlin(t). In the following, we 
demonstrate how the linear response function can be used to 
predict the response for different temperature protocols resulting 
in linear (Fig. 2) and nonlinear (Fig. 3) aging responses.

A simple generalization of the temperature jump experiment is 
to introduce a second jump before the system has equilibrated fully 
in response to the first one, a so-called double-jump experiment. 
If the temperature changes are both small enough to be within the 
linear range, then the measured value of X(t) after the second jump 
is a sum of the responses to the individual jumps. For two tempera-
ture jumps corresponding to changes in the measured property X 
by X1 and X2 performed at times t1 and t2 (t1 < t2), respectively,  
one has

  X(t ) =   X  1    R  lin  (t −  t  1   ) +   X  2    R  lin  (t −  t  2   ) +  X  eq  ( T  2  ) for t >  t  2    (4)

where T2 is final temperature after the second jump.
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Fig. 3. The real part of the capacitance from large-amplitude temperature 
modulation experiments on VEC along with predictions based on the measured 
linear response Rlin(t). The prediction is calculated using Eq. 6 in combination 
with Eqs. 7 and 8. Colored curves are the data, and black dashed lines are predic-
tions. (A) Normalized relaxation functions (Eq. 3) of single temperature jumps 
with amplitudes ranging from 1 to 3 K. (B) Data from a double jump starting at T0 = 
167.6 K and jumping by −2 K and +1 K (colored curves). The top panel shows the 
full experiment on a linear time scale; the bottom panel shows the data on a 
logarithmic time scale, setting the time of the beginning of each temperature 
jump to zero. The inset illustrates the temperature protocol. (C) Sinusoidal tem-
perature protocol (red points) and data (turquoise points) shown together. The 
horizontal dashed line marks the equilibrium capacitance at the starting tempera-
ture 164.6 K. The prediction of the material-time formalism is shown as black 
points. The response is highly nonlinear, resulting in a nonsinusoidal curve that is 
far from symmetric around the horizontal dashed line. The deviations between 
prediction and data that can barely be discerned in the main panel are visible 
in the magnified panels.
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We test Eq. 4 for the Ritland-Kovacs crossover protocol 
(4, 46, 48, 49) consisting of two consecutive temperature jumps with 
an opposite sign determined such that the observable X has its equi-
librium value right after the second jump. Figure 2B illustrates this 
protocol and shows the observations after a −100 mK jump followed 
by a +50 mK jump for VEC. The data reproduce the crossover effect 
that X(t) exhibits a peak after the second jump (4, 46). This bump is 
a manifestation of the memory present for any nonexponential 
linear response (4). Along with the data, the predictions based on 
Eq. 4 and the measured Rlin(t) from the 50 mK jump in Fig. 2A are 
also shown. The prediction collapses almost exactly with the 
double-jump data. These small-amplitude double jump results 
provide an extra confirmation that we have reached the linear limit 
of physical aging. Similar data are presented for NMEC in the 
Supplementary Materials, which also provides data for more VEC 
small (linear) jumps.

Moving on from the double temperature jump, we note that 
Eq. 1 predicts the response to any temperature perturbation small 
enough to be linear. Because we do not have an analytic expression 
for Rlin(t), the integral is calculated by generalizing the sum in Eq. 4

  X(t ) =   ∑ 
i=1

  
N

     X  i    R  lin  (t −  t  i   ) +  X  eq  ( T  N  ) for t >  t  N    (5)

where TN is the final temperature after N jumps. In Fig. 2C, we show 
how Eq. 5 predicts the output of a small sinusoidal temperature per-
turbation. The frequency of the perturbation is 2.3 × 10−5 Hz, which 
is the inverse of the estimated equilibrium relaxation time of the 
sample at the reference temperature 164.6 K. The amplitude is 
100 mK, i.e., within the linear regime of single jumps. The prediction 
follows the data with a high accuracy, including both the transient 
behavior (seen, e.g., in a first peak that is higher than the second) 
and the phase shift. Tiny deviations between prediction and data 
can be seen in the inset, which also shows how the temperature 
protocol is composed of 2-mK temperature steps.

After establishing the linear aging limit and showing how linear 
temperature jump data can be used to predict the response of other 
linear temperature protocols, we now turn to the main result of this 
paper, a proof of the existence of a material time for VEC. The 
radically new idea in the 1970s (3, 6) was that aging becomes linear 
when it is described in terms of the material time (t) instead of the 
laboratory time t. One assumes the so-called time aging-time 
superposition, meaning that the spectral shape of Rlin is independent 
of the state of the sample. As a consequence of these assumptions, 
Eqs. 1, 4, and 5 describe also nonlinear experiments by replacing the 
laboratory time with the material time, i.e.,

  X( ) =   ∑ 
i=1

  
N

     X  i    R  lin  ( −    i   ) +  X  eq  ( T  N  ) for  >    N     (6)

The material time is “measured” by a clock with a rate that 
reflects the state of the sample, and the nonlinearity of physical aging 
is a consequence of this fact (3, 6, 29, 50). The material time may be 
thought of as analogous to the proper time in the theory of relativity, 
which is the time recorded on a clock following the observer. 
Although a microscopic definition of the material time remains elu-
sive, this concept is generally recognized to form the basis of a good 
description of physical aging involving relatively small temperature 
variations (4). The very fundamental assumption of the formalism, 

however, that nonlinear aging phenomena can be predicted from 
the linear aging limit has never been validated. In the following, we 
do so by showing how the measured linear response determines the 
response to nonlinear temperature protocols for VEC and, in the 
Supplementary Materials, for NMEC.

Using Eq. 6 requires a connection between the laboratory time 
t and the material time . This is obtained by introducing the time- 
dependent aging rate (t) defined (3, 6, 8, 11, 51) by

  (t ) = d(t ) / dt  (7)

In equilibrium, the aging rate equals the relaxation rate eq defined 
as the inverse of the equilibrium relaxation time. Thus, a linear ex-
periment is the limiting case for which the aging rate is constant 
and the material time is proportional to the laboratory time, 
lin(t) = eqt.

Different strategies have been used to estimate (t) during aging, 
often via the so-called fictive temperature (4, 33, 35, 48). We here 
adopt the single-parameter aging ansatz (4, 6, 52, 53, 69) according 
to which the aging rate is controlled by the measured quantity X(t) 
itself. In the simplest realization, single-parameter aging is charac-
terized by (53)

  log ((t ) ) −  log (   eq  (T ) ) = (X(t ) −  X  eq  (T ) )   (8)

Here, eq(T) and Xeq(T) are the equilibrium values of  and X at 
the temperature T, and  is a constant that depends only on the 
substance and the monitored property X. It should be noted that 
Eq. 8 is arrived at by first-order Taylor expansions and, for this 
reason, can only be expected to apply for relatively small tempera-
ture variations.

The material-time description in Eq. 6, combined with Eqs. 7 
and 8, gives a unique prediction for X(t) for any temperature proto-
col. Equation 6 predicts the value of X(), while Eqs. 7 and 8 connect 
the material and laboratory times by stretching or compressing the 
time scale axis. The input needed for the prediction is Rlin(t) as 
determined in Fig. 2A, the equilibrium values of the rate eq(T) and 
of the measured property Xeq(T), and the parameter . We have 
equilibrium measurements of Xeq(T) down to 163.6 K and have 
extrapolated values to lower temperatures (see the Supplementary 
Materials). The values used for eq(T) are extrapolations from a fit 
of relaxation times derived from dielectric spectra, which, down to 
163.6 K, are proportional to the aging rates (see the Supplementary 
Materials).

The parameter  is determined by the method described in (53) 
from the two temperature jump experiments of magnitude ±1 K to the 
reference temperature 164.6 K (see the Supplementary Materials). 
This  value was used for predicting all other nonlinear responses. 
Figure 3A shows R(t) data from the nonlinear single-temperature 
jumps. It is seen that the short-time plateaus of R(t) for the different 
jumps do not coincide. This is due to a difference in the short-time 
relaxation deriving from the response on the phonon time scale 
and, possibly, also from one or more beta relaxations. To predict the 
aging, we have adjusted for this difference in a manner where the 
short-time decay of R(t) depends on both the initial and final 
temperatures (see the Supplementary Materials).

Figure 3 reports the main results of the paper: data from nonlinear 
temperature protocols along with predictions based on the linear tem-
perature jump data. The nonlinear protocols mirror the linear protocols 
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of Fig. 2. Figure 3A shows single temperature jumps, Fig. 3B shows 
a −2 K and +1 K double jump, and Fig. 3C shows a sinusoidal tem-
perature modulation with amplitude 3 K and the same frequency as 
the linear sinusoidal protocol of Fig. 2.

The single jumps in Fig. 3A exhibit the asymmetry of approach 
characteristic of nonlinear aging (13, 46): “self-acceleration” of up 
jumps where the relaxation rate speeds up as equilibrium is ap-
proached and “self-retardation” of down jumps (11). The material- 
time formalism captures well this asymmetry (black dashed lines), 
and the measured data are predicted with a high accuracy for all 
down jumps and for up jumps up to 2 K. However, there is a clearly 
visible deviation for the largest (3 K) up jump, and in the Supplemen-
tary Materials it is documented that deviations in fact emerge 
already for a 2.5 K up jump. Thus, the formalism breaks down for 
large- amplitude up jumps. This may be related to only going to first 
order in the Taylor expansion in Eq. 8, but it could also be caused by 
the sample reaching equilibrium by other mechanisms than the 
one involved in smaller jumps. This may be similar to what is seen 
in the case of very large up jumps (30 to 70 K) performed on ultrast-
able vapor-deposited glasses where it has been shown that equilibri-
um is reached by heterogeneous growth of mobile domains (54). 
Alternatively, the deviations between data and predictions could be 
caused by beta processes playing a role in aging, as has been 
seen for polymers deep in the glass state (55, 56).

The predictions agree well with the data of the nonlinear double 
jumps shown in Fig. 3B. This demonstrates that the material-time 
formalism works well also in this situation; we note that (41) presents 
an alternative approach for predicting the nonlinear aging response 
from linear data. The data shown in Fig. 3B are all from measurements 
in the temperature range where we have access to measured values 
of Xeq and to the fast contribution of R(t), while eq used for the 
prediction is derived from an extrapolation of higher-temperature 
dielectric relaxation times. The parameter  is the same as for the 
single jumps, and the test of the nonlinear double-jump prediction 
is therefore performed with no free parameters. In contrast, in the 
classical Ritland-Kovacs crossover experiment (46, 48, 49), the first 
down jump goes deep into the glass state where the properties of the 
equilibrium liquid are not known. In the Supplementary Materials, 
we show data for a large down jump (7 K); the predictions using 
extrapolated parameters demonstrate qualitatively good results, 
although the formalism is not able to predict the time scale of aging 
in the temperature regime where equilibrium cannot be reached.

Last, Fig. 3C shows the response of the nonlinear sinusoidal tem-
perature modulation along with the predictions. The lowest tem-
peratures in the modulation are in a range where the parameters are 
extrapolated. Again, there are no free parameters in the predic-
tion. The nonlinearity is seen as a sizable asymmetry in the peak 
shape: When the temperature is high, there is a substantial response, 
whereas the liquid responds much less to a decreased temperature. 
The gray horizontal dashed line corresponds to the equilibrium 
capacitance at the starting temperature 164.6 K. The asymmetry of 
the response is very well captured by the prediction. Because a 
large part of a sinusoidal is close to linear in time, and thus similar 
to a temperature ramp over several Kelvin, the aging in connec-
tion with a standard differential scanning calorimetry cooling 
or heating protocol is likewise expected to be predicted accurately. 
Deviations between prediction and data can be seen in the 
magnified panel of Fig. 3C and are most likely related to the first- 
order nature of Eq. 8.

The results in Fig. 3 demonstrate that nonlinear physical aging 
phenomena in the intermediate regime may be predicted from a 
knowledge of the linear limit of aging. Previous works have come 
close to this limit (39, 57). While the linear limit is challenging to 
probe experimentally, it is conceptually important. First, it validates 
the central assumption of the material-time formalism. Second, linear 
response theory is well established via the fluctuation-dissipation 
(FD) theorem that predicts the response from thermal equilibrium 
fluctuations quantified via a time correlation function (58). Our 
results therefore imply that intermediate nonlinear physical aging can 
now, at least in principle and for relatively small jumps, be pre-
dicted from measurements of the equilibrium fluctuations, i.e., with-
out perturbing the system at all. We end the paper by illustrating this 
possibility by presenting results from a computer simulation where 
thermal fluctuations are much easier to monitor than in experiments.

The system studied is the binary Lennard-Jones (LJ) mixture of 
Kob and Andersen (59), which, for more than 20 years, has been the 
standard model for computer simulations of glass-forming liquids. 
We simulated a system of 8000 particles. The quantity monitored is 
the potential energy U. Temperature jump data were averaged over 
1000 simulations to reduce the noise. Figure 4A shows results for 
jumps from four different temperatures to T = 0.60 (in simulation 
units), plotted as a function of the logarithm of the time passed after 
each jump was initiated. The curves are quite different, showing 
that the jumps are large enough to be notably nonlinear.

The FD theorem implies that the linear response to any small 
temperature variation is uniquely determined by the thermal equi-
librium potential energy time autocorrelation function 〈U(0)U(t)〉 
(60). We evaluated this quantity at T = 0.60. Using the single- 
parameter material-time formalism as above, we then predict non-
linear temperature jump results (Fig. 4B). The only free parameter 
is the  of Eq. 8, which is determined from the two smallest jumps (53). 
The colored dashed curves in Fig. 4B are the predictions for the nor-
malized relaxation functions based on the black line in the middle that 
gives the thermal equilibrium normalized time autocorrelation function 
of the potential energy; the full circles are the normalized data from 
Fig. 4A. Overall, the predictions work well, demonstrating that 
intermediate nonlinear aging can be predicted from equilibrium 
fluctuations. The minor deviations for the two largest jumps are not 
unexpected, given that these involve temperature changes of more 
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Fig. 4. Results from computer simulations of a binary model liquid monitoring 
the potential energy. (A) Data for four temperature jumps to the same tempera-
ture (T = 0.60 in units based on the pair potential parameters). (B) The normalized 
relaxation function, RU(t), of the thermal equilibrium potential energy time auto-
correlation function at this temperature (black line) and the predictions based on 
this for the temperature jumps (colored dashed curves). The data for the normal-
ized relaxation functions based on (A) are shown as colored dots. The nonlinearity 
parameter was determined from the two smallest jumps in the same way as for the 
experimental data (see the Supplementary Materials).
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than 15% for which the single-parameter ansatz in Eq. 8 is likely not 
to be accurate.

DISCUSSION
We have shown how physical aging involving temperature changes 
of a few percent can be predicted from the linear aging response, 
i.e., from the response to a very small temperature variation. This 
validates the central assumption of the material-time formalism. At 
the same time, it is clear that this formalism has limitations. Thus, 
the largest up jump (3 K) is not well predicted (Fig. 3A, bottom). 
This suggests that there are two regimes of nonlinear aging: an 
intermediate regime where the relaxation time varies for, at most, a 
few decades and the material-time concept describes the situation 
well, and a strongly nonlinear regime where the formalism breaks 
down and a new theoretical approach is needed. We speculate that 
even very large temperature down jumps may fall into the interme-
diate regime because the system here thermalizes gradually. This is 
in contrast to large up jumps, which are known to result in hetero-
geneous states very far from equilibrium (54). Aging far below the 
glass transition is also likely to deviate from the predictions because 
processes faster than the alpha relaxation may play a role here, 
particularly for polymers (55, 56). Along this line of thinking, it is 
important to note that the standard glass transition resulting from a 
continuous cooling is likely to be described well by the material- time 
formalism, i.e., is intermediately nonlinear because vitrification for a 
constant cooling rate takes place over a narrow range of temperatures.

In regard to the intermediate aging regime, the implications of 
our findings are important both for the understanding of aging in 
application and for the theoretical interpretation of the aging 
dynamics. By reference to the FD theorem, the consequence is that 
the properties governing the intermediate nonlinear physical aging 
of a system far from equilibrium are embedded in the thermal equi-
librium fluctuations and can be predicted from these. This means 
that there is no fundamental difference between the intermediate 
nonlinear and the linear aging responses. Understanding physical 
aging is therefore intimately linked to characterizing and under-
standing the spectral shapes of linear responses and autocorrelation 
functions, a classical field where there has been important recent 
progress both experimentally (61, 62) and theoretically (63). The 
approach presented in this paper could prove useful for under-
standing the nonlinear response to electric fields. This is an active 
field (64–66) in which concepts from physical aging have been used 
successfully (65).

For future work, it would also be interesting to see how far the 
description of physical aging in terms of linear response can be 
extended by including higher-order terms in the Taylor expansion 
of Eq. 8. This can hopefully lead to a complete picture of which 
samples and protocols exhibit aging governed by the same processes 
as those responsible of the linear alpha relaxation and which 
situations involve other processes and mechanisms (54–56).

MATERIALS AND METHODS
The study involves  the glass-forming liquids VEC (99% purity) 
from Sigma-Aldrich for which data are shown in the main paper 
and NMEC (96% purity) from VWR for which data are shown in the 
Supplementary Materials. Both liquids were stored in a refrigerator 
at temperatures between 2° and 8°C and used as received.

For each liquid, a single sample was prepared for all the presented 
experiments. The sample cell was a plane-plate capacitor with a 
plate distance of 50 m and a geometric capacitance of Cgeo = 16 pF.  
The cell was filled under ambient conditions and immediately 
mounted into a precooled cryostat. VEC was quenched to Tcryo = 
163 K, and NMEC was quenched to Tcryo = 167 K, at which the 
samples were kept to equilibrate for a couple of days. The tempera-
ture of the main cryostat was constant at Tcryo = 164 K for VEC and 
Tcryo = 167 K for NMEC during the experiments that lasted almost 
1 year for each sample.

The temperature control of the experiments was obtained by a 
microregulator integrated with the capacitor sample cell. The regu-
lation was achieved by controlling a Peltier element in contact with 
a capacitor plate. Temperature was monitored with a negative 
temperature coefficient resistor placed inside one of the capacitor 
plates. A figure showing the sample cell with a microregulator can 
be found in the Supplementary Materials. Further details on the mi-
croregulator and the main cryostat are given in (37). The microreg-
ulator can change temperature by steps of a few millikelvin up to 
several kelvin within seconds and keep the temperature constant 
with variations of less than 1 mK over weeks. All the temperature 
protocols shown, including the sinusoidal protocol, were achieved 
by making jumps in temperature with the microregulator.

The real and the imaginary part of the capacitance at 10 kHz was 
monitored during the entire experiment with a sampling rate of 
approximately one measurement per second. The measurements 
were performed using an AH2700A Andeen Hagerling ultraprecision 
capacitance bridge. It is the combination of the fast and precise tem-
perature control with the high precision of the bridge that makes it 
possible to measure aging in the linear limit.

The simulations used the Kob-Andersen 80/20 binary LJ mixture 
(59), which was simulated by means of standard NVT Nosé-Hoover 
dynamics (67) using the GPU-optimized software RUMD (68). A 
system of 8000 particles was simulated. In LJ units, the time step 
was 0.0025. All pair potentials were cut and shifted at 2.5 times the 
length parameter ij of the relevant LJ pair potential (i, j = A, B). At 
the reference temperature T = 0.60, the potential energy time auto-
correlation function was calculated as follows: First, 107 time steps 
of simulations were carried out for equilibration. After that, the time 
autocorrelation function was calculated using the fast Fourier 
transform. The temperature jump simulations were carried out by 
the following procedure applied for all starting temperatures. First, 
5 × 105 time steps were spent on equilibration at the given start-
ing temperature. After that, a total of 5 × 108 time steps were spent 
on the production runs from which 1000 independent configura-
tions were selected to serve as starting configurations for a tempera-
ture jump to T = 0.60. The Fig. 4 data represent averages over these 
1000 jumps.

SUPPLEMENTARY MATERIALS
Supplementary material for this article is available at https://science.org/doi/10.1126/
sciadv.abl9809
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A B S T R A C T   

The Gay-Berne model is studied numerically with a choice of parameters allowing for the formation of a discotic liquid crystal at low temperatures. We show that the 
model has strong virial potential-energy correlations in the isotropic phase at high temperatures, i.e., it obeys the criterion for the existence of isomorphs, which are 
curves of approximately invariant structure and dynamics. These properties are demonstrated to be approximately invariant in reduced units along the isomorph 
studied. The isomorph is described well by the constant density-scaling exponent 11.5, a number that is significantly larger than the density-scaling exponents of 
various Lennard-Jones models that are always below 6.   

1. Introduction 

Liquid crystals constitute an intriguing family of materials with 
properties in-between the standard liquid and crystalline phases [1–3]. 
When the molecules are rod shaped, three main phases are typically 
found: isotropic, nematic, and smectic. The isotropic phase mimics the 
ordinary fluid phase with no long-range positional or orientational 
ordering. The nematic phase is characterized by long-range orientational 
order, but only short-range translational order. This phase is liquid in 
the sense of being able to flow freely, described by a viscosity that is not 
simply a scalar quantity. Optical properties of the nematic phase are 
likewise anisotropic, which is the basis for the use of this phase for ap-
plications in displays, etc. The smectic phase involves additional 
ordering by forming distinct layers, i.e., a partial positional order is 
introduced. There are different smectic phases, the most important ones 
being the smectic A phase in which the molecules are directionally or-
dered perpendicular to the layers and the smectic C phase involving 
molecules that are tilted relative to the layers. Both of these phases are 
positionally disordered in the layers. Other phases that may be 
encountered – depending on the molecule in question – are the chole-
steric phase found only for chiral molecules and the so-called blue phase 
consisting of cubic structures of defects. As for any other first-order 
phase transition, it is possible to supercool the isotropic phase by cool-
ing it fast below the transition temperatures of the partially ordered 
phases. 

When the molecules instead of being rod-like are disc shaped, the 
system is termed a discotic liquid crystal [4–9]. Discotic liquid crystals 

can display various mesophases, the most common being the discotic 
columnar and nematic phases. The discotic nematic phase is similar to 
the standard nematic phase; here the short axes of the discs are aligned 
in one preferred direction. In the columnar phase the discs stack on top 
of each other into columns that organize into hexagonal or rectangular 
order. This phase is of interest for optoelectronic applications. 

A standard model for numerical studies of rod-like liquid crystals is 
the Gay-Berne (GB) model [10–15]. This model has also been studied in 
other contexts than those relevant for liquid-crystal formation. Thus 
Angell and coworkers [16] in 2013 used the GB model to elucidate the 
possible existence of ideal glassformers, which are systems that vitrify 
upon cooling before becoming metastable with respect to crystal for-
mation. This would imply that glasses may also form in the equilibrium 
liquid phase, contradicting the prevailing opinion that glasses always 
form from liquids that are supercooled with respect to the freezing 
transition. While the paper by Angell et al. [16] did not prove that this is 
possible, it presented a convincing case by reporting “that in the aspect 
range of maximum ellipsoid packing efficiency, various GB crystalline 
states that cannot be obtained directly from the liquid disorder spon-
taneously near 0 K and transform to liquids without any detectable 
enthalpy of fusion.” This definitely suggests that the GB model (for 
certain aspect ratios) may be an ideal glassformer. 

This paper presents a GB-model study which, like the 2013 paper by 
Angell et al., does not focus on liquid-crystal properties. We study the GB 
model for a set of parameters that allows for the formation of a discotic 
liquid-crystal phase at low temperatures. The focus is on the model’s 
high-temperature isotropic phase with a view to investigate the possible 
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existence of isomorphs. The motivation is the finding reported below 
that the high-temperature isotropic phase has strong virial potential- 
energy correlations, the condition for the existence of isomorphs, 
which are lines in the thermodynamic phase diagram of approximately 
invariant reduced-unit structure and dynamics [17–20]. 

2. Simulation methodology 

2.1. The Gay-Berne potential 

The GB potential was proposed as a simple model for rod-like mol-
ecules [10]. The potential takes the form of a Lennard-Jones interaction 
with characteristic length and energy scales that depend on the two 
molecules’ orientations relative to one another. The pair potential is 
given by 

v
(

r̂ij, êi,êj
)
= 4ε

(
r̂ij, êi,êj

)
[(

σs

ρij

)12

−

(
σs

ρij

)6
]

, (1a) 

ρij = rij − σ
(

r̂ij, êi,êj
)
+ σs. (1b)  

Here rij is the distance between the centers of the molecules i and j, r̂ij is 
the unit vector along rij = ri − rj, and ̂ei and ̂ej are unit vectors along the 
major axes of each molecule. The GB model is characterized by 

σ
(

r̂ij, êi,êj
)
= σs

[

1 −
χ
2

((
êi⋅r̂ij + êj⋅r̂ij

)2

1 + χ
(

êi⋅êj
) +

(
êi⋅r̂ij − êj⋅r̂ij

)2

1 − χ
(

êi⋅êj
)

)]− 1/2

, (2a)  

with 

χ =
κ2 − 1
κ2 + 1

and κ = σe

/

σs. (2b)  

Here χ is a shape-anisotropy parameter and κ quantifies the elongation 
of the molecule. The case κ=1, χ=0 corresponds to spherical particles, κ 
→  ∞ , χ → 1 corresponds to very long rods, and κ → 0, χ →  − 1 cor-
responds to very thin disks. 

The energy term appearing in the GB potential is given by 

ϵ
(

r̂ij, êi,êj
)
= ϵ0ϵν

1

(
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)
ϵμ

2
(
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)
=
(

1 − χ2( êi⋅êj
)2
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(3b) 

ϵ2
(
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χ ′

2

((
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)2
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(

êi⋅êj
) +
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êi⋅r̂ij − êj r̂ij
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(

êi⋅êj
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. (3c)  

Here the “energy anisotropy parameter” χ′ is defined by 

χ ′

=
κ′ 1/μ

− 1
κ′ 1/μ

+ 1
, with κ′

= ∈ss

/

∈ee (3d) 

The parameters ϵss and ϵee are the well depth of the potential in the 
side-to-side and end-to-end configurations, respectively, while ν and μ 
are exponents. In the original GB paper, rod-like molecules were simu-
lated with parameters in the notation GB(κ, κ′, μ, ν) = GB(3,5,2,1). 

2.2. The discotic GB model 

To mimic a discotic liquid-crystal using the GB potential one replaces 
σs by σe: 

v
(

r̂ij, êi,êj
)
= 4ϵ

(
r̂ij, êi,êj

)
[(

σe

ρij

)12

−

(
σe

ρij

)6
]

(4a) 

ρij = rij − σ
(

r̂ij, êi,êj
)
+ σe, (4b)  

keeping everything else the same. This choice avoids the unphysical 

effects [21] previously described by Bates and Luckhurst [12] and used 
by Cienega-Cacerez et al. [22] to obtain a discogen phase diagram for GB 
(0.345,0.2,1,2). The parameter σe defines the thickness of the discogen. 

2.3. Simulation details 

The system studied consists of N = 2048 disks. The potential is 
truncated, but not shifted, at rc=1.6σs following the above-mentioned 
paper. Units are defined by putting σs = 1 and ε0 = 1. We use the 
standard Nosé-Hoover NVT algorithm for the center-of-mass motion 
[23] and the IMP algorithm of Fincham for the rotational motion [24] 
with 10 iterations per step. We find that the latter algorithm, although 
not rigorously time reversible, conserves the energy very well. NVT 
simulations for the rotational motion follow the “Toxvaerd” version of 
the Finchham algorithm [25] (not the Berendsen version outlined in 
Ref. [24]). Two independent thermostats were applied for translation 
and rotational motion (using a single thermostat did not give noticeable 
differences). The moment of inertia of the discs was I = 1. Equilibration 
and production runs consisted of 5 × 106 time steps each with 
Δt=0.0005. The GB implementation was compared to the literature 
comprising also, e.g., quaternion algorithms for the standard GB model; 
full agreement was established for time-correlation functions, etc. 

2.4. Isomorphs 

We study in this paper an isomorph in the high-temperature isotropic 
phase. Isomorphs are defined as curves of constant excess entropy Sex. 
They can be generated numerically by utilizing the following general 
statistical-mechanical identity in which ρ is the particle density and T is 
the temperature [18]. 

γ ≡

(
∂lnT
∂lnρ

)

Sex

=
〈ΔUΔW〉
〈
(ΔU)2

〉 (5)  

Here U is the potential energy and W is the virial. This equation is used 
as follows. At a given state point (ρ, T) one calculates the fluctuation 
average on the right hand side from an NVT simulation. If, for instance, 
this results in γ=3, Eq. (5) implies that if density is increased by 1%, 
temperature should be increased by 3% to keep the excess entropy 
constant. In this way one can step-by-step trace out an isomorph in the 
thermodynamic phase diagram. We used the fourth-order Runge-Kutta 
algorithm to do this numerically, which is more accurate than the simple 
Euler algorithm [26]. We increased the density by 1% at each step and 
covered an overall density variation of 20%. 

The dynamical behavior along the isomorph is analyzed in terms of 
time-autocorrelation functions defined by 

ϕA

(

t
)

=
〈A(t0)⋅A(t0 + t)〉
〈A(t0)⋅A(t0)〉

(6)  

where A(t) is a vector dynamical property referring to a given molecule 
at time t. We evaluate below ϕA(t) for A being the velocity of the mol-
ecule’s center-of-mass, as well as the angular velocity. To study the 
orientational motion we calculate the self-particle orientational corre-
lation functions, 

ϕl(t) = 〈Pl(êi(t0)⋅êi(t0 + t))〉 (7)  

where Pl is a Legendre polynomial (l=1 and 2) and i is a particle index. In 
the above expressions, the angular brackets imply an average over 
particles and time origins. The spatial orientational correlation function 
is defined as follows 

G2
(
r
)
≡
〈
P2
(

êi⋅êj
)〉

(8)  

in which the average involves the pairs of particles i and j that are the 
distance r apart. 
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Fig. 1. Snapshots of the discotic GB model in thermal equilibrium at three state points (schematic drawings). (a) shows the isotropic liquid phase at (ρ, T) = (0.6,2.6); 
(b) shows the nematic phase at (ρ, T) = (2.3,2.6); (c) shows the columnar phase at (ρ, T) = (3.0,2.6). 

Fig. 2. The phase diagram of the discotic GB(0.345,0.2,1,2) model with R values (Eq. (9)) given by the color code to the right. The triangular symbols delimit the 
phase boundaries [22]. I stands for the isotropic, N for the nematic, and C for the columnar phase. The red filled circle is the isomorph reference state point (ρ, T) =
(2.3,5.0), the white curve is the isomorph (which is studied up to T=43). 
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2.5. Units 

As mentioned, quantities are reported using the length unit σs and the 
energy unit ε0 (MD units). We apply, however, also the “macroscopic” 
unit system based on the length unit ρ− 1/3 and the energy unit kBT. Note 
that these so-called reduced units vary with state point. Isomorph 
invariance of structure and dynamics applies only when the quantities in 
question are given in reduced units [18], which is marked below by a 
tilde. 

3. Phase diagram of the discotic GB model 

Fig. 1 shows snapshots from simulations of the discotic GB model in 
the isotropic, nematic, and columnar phases, respectively. The pictures 
represent typical thermal equilibrium configurations. Each simulation 
was started from a perfect crystal at unit density after which density and 
temperature were changed to gradually reach the required values. To 
ensure that the system at the density and temperature aimed for is in 
equilibrium, similar simulations were performed starting from a high 
density and temperature and gradually decreasing those to the desired 
values. 

The thermodynamic phase diagram of the model is investigated in 
Fig. 2 reporting the virial potential-energy correlation coefficient R 
defined [17] by 

R =
〈ΔUΔW〉

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅〈
(ΔU)2

〉〈
(ΔW)2

〉√ (9)  

Here Δ denotes the deviation from the thermal average and the sharp 
brackets denote equilibrium canonical constant-volume (NVT) averages. 
The condition defining “strong UW correlations” is R>0.9. This is the 
pragmatic criterion used for identifying regions of the phase diagram in 
which a given system is expected to have isomorphs, implying approx-
imately invariant reduced-unit structure and dynamics [18]. 

In the figure, the letters “I”, “N”, and “C” denote the isotropic, 
nematic, and columnar phases, delimited by the triangular symbols 
(data taken from Ref. 22). The color coding reflects the value of R. We 
see that for temperatures above 5 and densities above about 2.4, i.e., 
well into the high-temperature isotropic phase, R is large enough to 
qualify for strong virial potential-energy correlation. The isomorph 
studied in this paper (white line) was generated as described in Sec. 2.3 

starting from the reference state point (ρ, T) = (2.3,5.0). We proceed to 
investigate how different probes of structure and dynamics vary along 
this isomorph. 

4. Comparing the isomorph to the ρ¼2.3 isochore 

The discotic GB model has more structural and dynamic signatures 
than a simple liquid for which there is basically just the radial distri-
bution function (RDF) g(r) and the time-dependent mean-square 
displacement (MSD). This section investigates to which degree structure 
and dynamics are invariant along the isomorph (white line in Fig. 2). 
Quantities are reported in reduced units (Sec. II.E). In order to put the 
isomorph findings into perspective, we compare to the variation of the 
same quantities along the ρ=2.3 isochore over the same temperature 
range as along the isomorph (5<T<43). Table 1 gives data for the 
isomorph state points studied. 

Table 1 
The density ρ, temperature T, correlation coefficient R (Eq. (9)), and density- 
scaling exponent γ (Eq. (5)) of the state points studied along the isomorph. At 
each step density was increased by 1%. For the ρ=2.3 isochore we used same 
temperatures as in the table.  

ρ T R γ 

2.300 5.000 0.8919 10.72 
2.323 5.569 0.9087 10.99 
2.346 6.222 0.9236 11.25 
2.370 6.964 0.9354 11.41 
2.393 7.805 0.9449 11.53 
2.417 8.753 0.9511 11.56 
2.441 9.821 0.9567 11.58 
2.466 11.02 0.9598 11.57 
2.491 12.36 0.9626 11.56 
2.515 13.87 0.9646 11.53 
2.541 15.55 0.9657 11.48 
2.566 17.43 0.9672 11.46 
2.592 19.53 0.9676 11.43 
2.618 21.88 0.9678 11.41 
2.644 24.50 0.9677 11.37 
2.670 27.43 0.9673 11.33 
2.697 30.71 0.9673 11.32 
2.724 34.36 0.9673 11.30 
2.751 38.45 0.9668 11.28 
2.779 43.01 0.9662 11.26  

Fig. 3. Comparing the reduced-unit MSD along the isochore and the isomorph. 
At short times both figures exhibit a ballistic regime where the MSD is pro-
portional to t2; by the definition of reduced units the ballistic regime is the same 
at all state points. At long times both figures exhibit a diffusive regime where 
the MSD is proportional to t. Only along the isomorph do the data collapse in 
both regimes. Data are shown for 20 state points with 2.30<ρ<2.78 
and 5<T<43. 

Fig. 4. Upper panel: center-of-mass velocity autocorrelation function as a 
function of the reduced time. Lower panel: angular velocity autocorrela-
tion function. 
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4.1. Dynamics 

Fig. 3 compares the reduced-unit MSD along the isochore and the 
isomorph. Only along the isomorph is there invariance. Such data are 
typical for systems with isomorphs, so-called R-simple systems, and the 
data confirm the prediction of invariant dynamics along an isomorph 
[18]. One can think of an isomorph as a line in the phase diagram along 
which all physics relating to the positions and motion of the particles 
relative to one another is the same. Thus if one imagines filming the 
molecules at two different state points on a given isomorph, the same 
movie is recorded except for a scaling of space and time. This is the 
prediction for perfect isomorphs which, however, only exist in systems 
for which the potential-energy function is homogenous (implying R=1). 
For more realistic systems, isomorph invariance is approximate. 

Fig. 4 gives data for two different velocity autocorrelation functions. 
The upper row shows the reduced center-of-mass velocity autocorrela-
tion function along the isochore (left) and along the isomorph (right). 
We see data collapse along the latter, but not along the former. This is 
not surprising in view of Fig. 3 because the velocity autocorrelation 
function is two times the second derivative of the MSD. The two lower 
figures report the angular velocity autocorrelation functions, a quantity 
that has no analog in the standard Lennard-Jones model. Again we 

observe dynamic invariance along the isomorph, but not along the 
isochore. 

Fig. 5 shows data for the first- and second-order orientational time- 
autocorrelation functions. In all cases, the function is unity at short 
times and decays to zero at long times. Only along the isomorph is the 
decay invariant to a good approximation. 

We conclude that the reduced-unit dynamic characteristics are 
approximately invariant along the isomorph, but not along an isochore 
with the same temperature variation. This confirms the isomorph-theory 
prediction. 

4.2. Structure 

Next we report data for the reduced-unit structure. The upper panel 
of Fig. 6 shows the ordinary center-of-mass RDF along the isochore and 
the isomorph. The data are more invariant along the latter, but this time 
the difference is less striking. A similar observation is made for the 
spatial orientational correlation function (Eq. (8)) plotted in the lower 
figures. 

Isomorph invariance of the isotropic phase of the discotic GB model 
is more pronounced for the dynamics than for the structure. A similar 
observation has been made in some liquids for which the height of the 
first peak of the radial distribution function may vary along an isomorph 
if the density-scaling exponent varies significantly [27]. This is consis-
tent with the recent finding that the so-called bridge function is 
isomorph invariant [28], because an invariant bridge function implies 
that the RDF cannot be rigorously invariant. 

5. Applying the constant-exponent density-scaling framework 

Turning back to the dynamics, we now seek to interpret it in terms of 
density-scaling in its classical version for which the density-scaling 
exponent γ is assumed to be a material constant, i.e., not to vary with 
state point [29,30]. In this version, dynamic quantities are predicted to 
be a unique function of ργ/T when plotted in reduced units. 

In isomorph theory γ is the generally state-point-dependent quantity 
defined in Eq. (5). Fig. 7 shows how this γ and the virial potential-energy 
correlation coefficient R vary along the isomorph. The correlation co-
efficient increases as temperature and density are increased moving 
toward the upper right corner. At the same time, γ increases and goes 
through a maximum. 

We calculated the average value of the isomorph-theory density- 
scaling exponent (Eq. (5)) along the four isochores given by ρ=2.2, 
ρ=2.3, ρ=2.4, and ρ=2.5 with temperatures obeying T ∈ [5,43],[4,32], 
[10,32],and[11,43], respectively. The results is 

Fig. 5. First order (upper panel) and second order (lower panel) orientational 
autocorrelation functions (Eq. (7)). 

Fig. 6. Radial distribution function and orientational correlation function 
plotted as functions of the reduced distance along the isochore and 
the isomorph. 

Fig. 7. Plot of γ versus R along the isomorph. The lower left corner is the 
reference state point (ρ, T) = (2.3,5.0); moving to higher temperatures and 
densities corresponds to moving to the upper right. 
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γ = 11.5. (10)  

This number is much larger than the density-scaling exponents found in 
standard Lennard-Jones models, which are never above 6 [17,18,31]. 
This emphasizes how different the GB model is from point-particle 
Lennard-Jones models, which also have isomorphs [32]. We conclude 
that the existence of isomorphs of the GB model is not inherited in a 
trivial way from the standard Lennard-Jones model. 

Fig. 8(a) shows the average relaxation time of the angular autocor-
relation function identified as the time at which this has reached the 
value 0.2, plotted as a function of the temperature along four isochores. 
Fig. 8(b) tests the constant-exponent version of density scaling with the 
average γ of Eq. (10). We find a good collapse for most data, with de-
viations at the longest relaxation times (lowest temperatures). This is 
where the density-scaling exponent deviates most from its average value 
11.5, compare Fig. 7, i.e., where the constant-exponent approximation is 
expected to work less well. 

Fig. 9 shows a similar figure for the center-of-mass diffusion coeffi-
cient D (with the additional isochore ρ = 2.1), extracted from the long- 
time behavior of the MSD. Fig. 9(a) shows the data for D as a function of 
the temperature and (b) shows the reduced-unit diffusion coefficient as a 
function of ρ11.5/T. We again see a good data collapse. 

6. Discussion 

This paper has demonstrated the applicability of isomorph theory to 
the high-temperature isotropic phase of the discotic Gay-Berne model. 
We have traced out an isomorph and shown that along it the reduced- 

unit dynamics is invariant to a good approximation, while it is not 
invariant along an isochore with the same temperature variation. Dy-
namic invariance applies not only for the standard mean-square 
displacement and velocity autocorrelation functions as a function of 
the reduced time (note that these are not independent quantities), 
invariance applies also for the first- and second-order orientational time- 
autocorrelation functions. The reduced-unit structure quantified by the 
radial distribution function and the corresponding spatial orientational 
correlation function are also isomorph invariant to a good approxima-
tion, although these quantities vary relatively little even along the 
isochore. 

The isomorph-theory density-scaling exponent γ varies between 10.7 
and 11.6, with the majority of exponents found close to 11.6 when 
studied along, e.g., the ρ=2.5 isochore. The density-scaling exponent 
averaged over the four isochores is 11.5. It is not clear why this value is 
so much larger than density-scaling exponents of the standard and 
various binary Lennard-Jones models. Constant-exponent density 
scaling applies with this value of γ, i.e., a good collapse is observed when 
the reduced-unit angular relaxation time and the reduced-unit diffusion 
coefficient are plotted as functions of ρ11.5/T. 

This paper presented the first application of isomorph theory to a 
liquid-crystal model. Future works will focus on other GB models and on 
the possibility of extending isomorph theory to ordered phases such as 
the nematic phase. In Ref. 14 density scaling was shown to apply for the 
GB model in the nematic phase with parameters corresponding to rod- 
like particles. For the current GB discotic liquid-crystal model we 
needed to go to high temperatures to find strong virial potential-energy 
correlations, but the fact that density scaling applies for the ordered 

Fig. 8. (a) Average angular relaxation time as a function of temperature along four isochores with density varying from ρ=2.2 to ρ=2.5. (b) The same data for the 
average angular relaxation time plotted in reduced units as a function of the constant-exponent density-scaling variable ργ/T with γ=11.5. 

Fig. 9. (a) Diffusion coefficient as a function of temperature along five isochores with density varying from ρ=2.1 to ρ=2.5. (b) The same data plotted in reduced 
units as a function of the density-scaling variable ργ/T with γ=11.5. 
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phases of the GB model for other parameters than those studied here 
suggests that isomorphs may also exist in the model’s ordered phases. 
This is the subject of an ongoing investigation. 

7. Conclusion 

We have demonstrated the existence of isomorphs in the isotropic 
phase of the Gay-Berne liquid-crystal model. This shows that the model 
has the hidden-scale-invariance symmetry [33] that basically removes 
one dimension from the two-dimensional thermodynamic phase dia-
gram. In other systems like supercooled molecular liquids, the existence 
of isomorphs implies specific predictions of how the system behaves 
under high pressure [34]; we expect that similar predictions can be 
made for high-pressure experiments on liquid crystals. 
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This paper presents a numerical study of the Gay-Berne liquid crystal model with parameters corresponding to
calamitic (rod-shaped) molecules. The focus is on the isotropic and nematic phases at temperatures above unity,
where we find strong correlations between the virial and potential-energy thermal fluctuations, reflecting the hid-
den scale invariance symmetry. This implies the existence of isomorphs, which are curves in the thermodynamic
phase diagram of approximately invariant physics. We study numerically one isomorph in the isotropic phase
and one in the nematic phase. In both cases, good invariance of the dynamics is demonstrated via data for the
mean-square displacement and the reduced-unit time-autocorrelation functions of the velocity, angular velocity,
force, torque, and first- and second-order Legendre polynomial orientational order parameters. Deviations from
isomorph invariance are observed at short times for the orientational time-autocorrelation functions, which
reflects the fact that the moment of inertia is assumed to be constant and thus not isomorph-invariant in reduced
units. Structural isomorph invariance is demonstrated from data for the radial distribution functions of the
molecules and their orientations. For comparison, all quantities were also simulated along an isochore of similar
temperature variation, in which case invariance is not observed. We conclude that the thermodynamic phase
diagram of the calamitic Gay-Berne model is essentially one-dimensional in the studied regions as predicted by
isomorph theory, a fact that potentially allows for simplifications of future theories and numerical studies.

DOI: 10.1103/PhysRevE.105.064703

I. INTRODUCTION

Liquid crystals (LCs), rodlike polymers, and disk-formed
particles all involve molecules with a high degree of shape
anisotropy [1]. LCs occur in many contexts, ranging from the
well-known display applications to biological systems [2–4].
Depending on the density and the temperature, the anisotropy
of LCs may lead to different structural phases. For the thermo-
metric LCs in focus here, changing temperature and density
may cause transitions from the ordinary crystalline state to
smectic, nematic, and isotropic phases [2].

Pure fluids and mixtures consisting of aspherical particles
have been the subject of many theoretical, experimen-
tal, and simulations studies [5–8]. Theoretical studies are
typically based on the Fokker-Planck equation [9,10], gen-
eralized Langevin equations [11,12], Onsager theory [13],
density-functional theory [14], or generalized van der Waals
descriptions [15]. Different numerical techniques such as
Monte Carlo and molecular dynamics (MD) have been applied
for studying the phase behavior, thermodynamics, structure,
and dynamics of rigid anisotropic molecules forming LCs
[16].

Depending on the type of interaction between the
molecules, one can classify LC models into two main groups
[17]. The first group considers models of hard particles with
a nonspherical shape [18]. In such models, there are no at-
tractive interactions, i.e., the potential is purely repulsive and

*dyre@ruc.dk
†trond@ruc.dk

short-ranged. The main motivation for this approach is the
success of the hard-sphere model in explaining the proper-
ties of simple liquids [19,20]. Extensive simulation studies
have used this approach to investigate the structure and dy-
namics of LC fluids for different shape anisotropies (prolate
ellipsoids, spherocylinders, rods, disks, etc.) [21–23]. In the
other main class of LC models, both short-range repulsive
and long-range attractive interactions are taken into account.
Several models for fluids of aspherical particles have been
introduced for LC studies, e.g., the Kihara potential [24], the
site-site potential [25], the Gaussian overlap model [26], and
the Gay-Berne (GB) model [27]. By using site-site potentials,
one can realistically mimic the structure of LC molecules
and compare results to experiments [28–33], but unfortunately
such models usually require huge computational resources.
This is why most simulations so far have been conducted
for relatively small system sizes. An exception is the GB
model based on the Lennard-Jones (LJ) pair interaction, which
is computationally cheap and still realistic. For this reason,
the GB model has become a generic LC model. The GB
model gives rise to a rich mesogenic behavior [4]. Previous
numerical studies of this model focused on its phase behavior
[34–40], per-particle translational and orientational dynamics
[41], interfacial properties [42], elastic constants [43], thermal
conductivity [44,45], and viscosity [46,47]. Analytical pertur-
bation theories have also been applied in order to explore the
phase diagram of GB fluids [48,49].

The GB model allows one to describe different shape
anisotropy, spanning from elongated ellipsoids to thin disks
[27]. The GB potential depends on four dimensionless param-
eters, which is often indicated by the notation GB(κ, κ ′, μ, ν).
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The four parameters control the shape of the molecules and
the strength of the interaction between them. GB(3, 5, 2, 1)
is the most studied case, mimicking rod-shaped molecules,
and in this case the phase diagram and orientational order
parameter are known [50]. Moreover, the velocity time-
autocorrelation function [41], viscosity [47], elastic constants
[51], free energies and enthalpy [14], isotropic-nematic tran-
sition [36], liquid-vapor coexistence curve [52], stress-tensor
components [53], and self-diffusion coefficient [54] have been
studied for the GB(3, 5, 2, 1) model.

This paper presents a study of the Gay-Berne model
with the above parameters corresponding to calamitic, i.e.,
rod-shaped elongated molecules (GB(3,5,2,1)) at high tem-
peratures, where the model is shown to obey the symmetry
of hidden scale invariance. According to this symmetry, the
system is expected to have isomorphs, which are curves in
the thermodynamic phase diagram along which structure and
dynamics are almost invariant when given in properly re-
duced units. A recent study of ours showed this for the more
exotic discotic Gay-Berne model GB(0.345, 0.2, 1, 2) in the
isotropic phase [55]; the present paper demonstrates the exis-
tence of isomorphs in both the isotropic and the nematic phase
of a more standard Gay-Berne model. The study given below
nicely confirms a recent work by Liszka and co-workers [56],
although that paper focused more on density-scaling (a spe-
cific consequence of isomorph theory) than on demonstrating
isomorph invariance of structure and dynamics.

II. GAY-BERNE POTENTIAL

The GB potential between pairs of particles (“molecules”),
GB(κ, κ ′, μ, ν), is characterized by four dimensionless pa-
rameters: κ ≡ σe/σs where σe and σs are lengths, κ ′ ≡ εss/εee

where εss and εee are energies, while μ and ν are exponents.
The GB pair potential vGB, which is basically a direction-

dependent LJ pair potential, is defined as follows:

vGB(ri j, êi, ê j ) = 4ε(r̂, êi, ê j )[(σs/ρi j )
12 − (σs/ρi j )

6],

(1a)

ρi j = ri j − σ (r̂, êi, ê j ) + σs. (1b)

Here, ri j is the distance between molecules i and j, r̂ ≡ ri j/ri j

is the unit vector along the vector from molecule i to molecule
j denoted by ri j , and êi and ê j are unit vectors along the major
axes of molecules i and j. The GB molecule is roughly an
ellipsoid of two diameters σs and σe, and one defines

σ (r̂, êi, ê j ) = σs

[
1 − χ

2

(
(êi · r̂ + ê j · r̂)2

1 + χ (êi · ê j )

+ (êi · r̂ − ê j · r̂)2

1 − χ (êi · ê j )

)]−1/2

, (2a)

χ = κ2 − 1

κ2 + 1
. (2b)

Physically, χ is a shape anisotropy parameter and κ quantifies
the molecular elongation. The case κ = 1 (χ = 0) represents
spherical molecules, the case κ → ∞ (χ → 1) corresponds

to very long rods, and the case κ → 0 (χ → −1) corresponds
to very thin disks. The energy term is given as follows:

ε(r̂, êi, ê j ) = ε0 [ε1(êi, ê j )]
ν[ε2(r̂, êi, ê j )]

μ (3a)

in which

ε1(êi, ê j ) = (1 − χ2(êi · ê j )
2)−1/2, (3b)

ε2(r̂, êi, ê j ) = 1 − χ ′

2

(
(êi · r̂ + ê j · r̂)2

1 + χ ′(êi · ê j )

+ (êi · r̂ − ê j · r̂)2

1 − χ ′(êi · ê j )

)
, (3c)

and the energy anisotropy parameter is given by

χ ′ = κ ′1/μ − 1

κ ′1/μ + 1
. (3d)

The energies εss and εee are the well depths of the poten-
tial in the side-side and end-end configurations, respectively.
Henceforth, unless isomorph-theory reduced units are used
(see Sec. III), σs defines the length unit and ε0 defines the
energy unit. The density ρ and the temperature T are always
given in these units.

The GB(3, 5, 2, 1) model was introduced in 1981 by Gay
and Berne, inspired by the Gaussian overlap model of Berne
and Pechukas [26,27]. For realistic LCs, the length-to-width
ratio is at least 3, leading to the choice of κ = 3 by Gay and
Berne [27]. To obtain the other parameters, the GB pair po-
tential was compared to the case of a pair of linear molecules
consisting of four LJ particles placed on a line such that the
length-to-width ratio equals 3. This results in κ ′ = 5, μ = 2,
and ν = 1 [27].

As mentioned, the GB(3, 5, 2, 1) model shows a rich
phase behavior with isotropic, nematic, and smectic-B phases
[34,35,50]. Actually, the model (occasionally with slightly
different parameters) also has the following phases: smectic A
[35], tilted smectic B [50], and rippled smectic B [40]. In some
cases, more involved versions of the GB potential have been
investigated by introducing, e.g., dipolar forces [57], flexi-
bility [58], more complex shapes [59], or biaxial molecules
[60]. Other sets of parameters have also been studied, and
other properties have been examined, e.g., the effect of the ν

exponent on the orientational order parameter [61], the elastic
constant for GB(3, 5, 1, 3) [62], the diffusion coefficient in
the smectic-A phase of GB(4.4, 20, 1, 1) [63], the stability
of the smectic phase, the radial distribution function, the ori-
entational order parameter [64], and the rotational viscosity
coefficient [65]. Satoh et al. studied the effect of an external
magnetic field on GB fluids [66]. The isotropic-nematic region
has been explored for different values of κ [67,68]. Varying κ ′
while keeping the other parameters fixed at κ = 3, μ = 2,
and ν = 1 has been investigated in detail. The liquid-vapor
region has been analyzed [69,70], and so has the equation of
state, structure, and diffusion coefficient [71]. For discotic
GB fluids, the phase diagram has been obtained for different
κ and κ ′ parameters [55,72–74]. The most studied discotic
model is GB(0.345, 0.2, 1, 2) [75], which incidentally led to
an improvement of the angle of view of liquid-crystal displays
[76].
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FIG. 1. Snapshots of the calamitic GB model GB(3, 5, 2, 1) at
three state points. Panel (a) shows the isotropic liquid phase at
the state point (ρ, T ) = (0.27, 1.2); (b) shows the nematic phase
at (ρ, T ) = (3.3, 1.2); (c) shows the smectic phase at (ρ, T ) =
(3.9, 1.2).

In this work, we study the GB(3, 5, 2, 1) model because, as
already mentioned, its phase diagram, structure, and dynamics
are known. Figure 1 presents snapshots of the system at equi-
librium in the isotropic, nematic, and smectic phases. There is
no positional or orientational ordering in the isotropic phase.
In the nematic phase there is no positional ordering, but some
long-range orientational ordering. In the smectic phase the
molecules form parallel layers with long-range orientational
ordering within the layers.

III. R-SIMPLE SYSTEMS AND ISOMORPHS

Recalling that the virial W quantifies the part of the pres-
sure p deriving from molecular interactions via the defining
identity pV = NkBT + W (in which V is the volume and N
is the number of molecules) [77], liquids and solids may be
classified according to the correlation between the equilibrium
fluctuations of the virial and the potential energy U [78]. The
so-called R-simple systems, which are those with strong such
correlations, are particularly simple because the thermody-
namic phase diagram is basically one-dimensional instead of
two-dimensional in regard to structure and dynamics [78–81].

Isomorph theory dealing with R-simple systems was de-
veloped over the past decade [82–85]. The WU Pearson
correlation coefficient is defined by

R(ρ, T ) = 〈�W �U 〉√
〈(�W )2〉〈(�U )2〉

. (4)

Here the angular brackets denote NV T ensemble averages,
� is the deviation from the equilibrium mean value, and ρ

is the density. Many systems, including the LJ fluid, have
strong WU correlations in the liquid and solid phases, whereas
R(ρ, T ) usually decreases significantly below the critical den-
sity [86]. A system is considered to be R-simple whenever
R > 0.9 at the state points in question. The density-scaling
exponent γ , which is characterized by �U ∼= γ�W , is found
from linear-regression fits to a WU scatter plot as shown in
Fig. 2 or using the equation

γ = 〈�W �U 〉
〈(�U )2〉 . (5)

R-simple systems have curves in the phase diagram along
which structure and dynamics are approximately invariant,
and these curves are termed isomorphs. It is important to
emphasize that isomorph invariance only applies when data

−3.0 −2.9 −2.8 −2.7

U/N

14

15

16

W
/N

R = 0.92

γ = 8.22

FIG. 2. Scatter plot of WU correlations for the GB(3, 5, 2, 1)
model at the state point (ρ, T ) = (0.33, 1.2). The system is strongly
correlating here with R = 0.92; the density-scaling exponent γ is
8.22.

are presented in so-called reduced units. In the system of
reduced units, which in contrast to ordinary units is state-
point-dependent, the density ρ ≡ N/V defines the length unit
l0, the temperature defines the energy unit e0, and the density
and thermal velocity define the time unit t0:

l0 = ρ−1/3, e0 = kBT, t0 = ρ−1/3
√

m/kBT .

Here m is the molecule mass. Quantities given in isomorph-
theory reduced units are marked with a tilde.

Strong virial potential-energy correlations arise whenever
the hidden-scale-invariance symmetry applies. This is the con-
dition in which the potential-energy ordering of same-density
configurations is maintained under a uniform scaling of all
coordinates [87], which is formally expressed as follows:

U (Ra) < U (Rb) ⇒ U (λRa) < U (λRb), (6)

where λ is the scaling factor. Consider two configurations
with the same potential energy, i.e., U (Ra) = U (Rb). After
a uniform scaling, one has by Eq. (6) U (λRa) = U (λRb).
By taking the derivative of this with respect to λ, one eas-
ily derives W (Ra) = W (Rb) [87]; thus same potential energy
implies same virial, i.e., 100% correlation between W and U .
Equation (6) only applies approximately for realistic systems,
however, so in practice one observes strong but not perfect
virial potential-energy correlations.

It can be shown that Eq. (6) implies that the reduced-unit
structure and dynamics are invariant along the lines of con-
stant excess entropy, which are by definition the isomorphs
[87]. Recall that a system’s entropy S can be expressed as that
of an ideal gas plus a term derived from the intermolecular
interactions, S = Sid + Sex. For an ideal gas, one has Sex = 0;
for all other systems, Sex < 0 because these are less disordered
than an ideal gas.

Along an isomorph one has

dSex =
(

∂Sex

∂T

)
V

dT +
(

∂Sex

∂V

)
T

dV = 0. (7)

Using Maxwell’s volume-temperature relation for the config-
urational degrees of freedom, (∂Sex/∂V )T = [∂ (W/V )/∂T ]V ,
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we can rewrite Eq. (7) as(
∂Sex

∂T

)
V

T d ln T =
(

∂W

∂T

)
V

d ln ρ. (8)

Using dU = T dSex − (W/V )dV leads to(
∂U

∂T

)
V

d ln T =
(

∂W

∂T

)
V

d ln ρ, (9)

which via the fluctuation relations (∂W /∂T )V =
−〈�W �U 〉/kBT 2 and (∂U/∂T )V = −〈(�U )2〉/kBT 2 for
γ leads to the above Eq. (5),

γ ≡
(

∂ ln T

∂ ln ρ

)
Sex

= 〈�W �U 〉
〈(�U )2〉 . (10)

Equation (10) is completely general [83]. This equation is of
particular interest, however, when the system has isomorphs
because the equation can then be used for tracing out iso-
morphs without knowing the equation of state, which is done
as follows. At a given state point (ρ1, T1) one first calculates
γ from the equilibrium fluctuations of the potential energy
and virial. Then, by scaling the system to a slightly different
density ρ2 and numerically calculating (∂ ln T /∂ ln ρ )Sex from
Eq. (10), one predicts the temperature T2 with the property that
(ρ2, T2) is on the same isomorph as (ρ1, T1). In the simulations
of this paper we used fourth-order Runge-Kutta integration
to generate isomorphs [88] involving density step sizes of
approximately 1%.

IV. PROPERTIES STUDIED

We simulated a system of 1372 molecules. The pair poten-
tial was cut and shifted at rc = 4.0 and the time step was �t =
0.001. Because of the shape anisotropy, supplementing the
standard NV T Nose-Hoover algorithm for the center-of-mass
motion, we used the IMP algorithm for the rotational motion
[89]. Different thermostats were applied for translational and
rotational motion (we eventually concluded that using a single
thermostat did not result in any noticeable differences, how-
ever). The molecular moment of inertia was set to I = 1. At
each simulated state point, 20 million time steps were taken
to equilibrate the system before the production runs, each
of which involved 67 million time steps. As a consistency
check of our GB implementation, we compared the simulation
results with those of the literature and found good agreement
in all cases. The quantities evaluated in these comparisons,
which are all defined below, were the following [where we
also list the reference(s) to which data were compared]: the
radial distribution function g(r) [50,90], the radial distribu-
tion orientational correlation function G2(r) [34,36,50], the
S2 orientational order parameter [36,50,91], and various time-
autocorrelation functions [41,92].

An order parameter is a physical quantity that distinguishes
between two phases. We proceed to define the second-rank
orientational order parameter S2 that quantifies how much the
molecular orientations vary throughout the system [93]. For
a uniaxial phase, S2 is defined as the following sum over all
molecules:

S2 =
〈

1

N

∑
i

P2(êi · êd )

〉
. (11)

Here P2 is the second-order Legendre polynomial, êd is the
director of the phase, and the angular brackets denote a time
or ensemble average. This quantity takes values between 0
and 1; for a perfectly aligned system, S2 = 1, whereas S2 = 0
implies an isotropic system.

In a simulation, êd is unknown. Here the order parameter
can be evaluated by maximizing S2 with respect to êd , which
is done by rewriting Eq. (11) as follows [21,93]:

S2 = 〈êd · Q · êd〉 . (12)

If ⊗ denotes a tensor product and I is the unity matrix, Q is
defined by

Q = 1

2N

∑
i

(3êi ⊗ êi − I). (13)

It can be shows that S2 is the largest eigenvalue, λmax, of the
Q tensor.

Figure 3 shows a “heat-map” phase diagram of the
GB(3, 5, 2, 1) model with respect to the virial potential-
energy correlation coefficient R and the orientational order
parameter S2. By definition, the regions with R > 0.9 are
R-simple; this is where one expects isomorph theory to apply.
This is not a sharp distinction, however, and many systems
with R between 0.8 and 0.9 have also been found to have
good isomorphs. In Fig. 3, I stands for the isotropic, N for the
nematic, and S for the smectic phase; regions in-between are
those of coexisting phases. The dark green triangles marking
the phase boundaries were extracted from Ref. [94]. Selected
isomorphs are marked as solid yellow lines, each of which
starts from a “reference state point” marked as a red full
circle. The main paper presents results for two isomorphs
(black): one in the isotropic phase and one in the nematic
phase. Results for the remaining five isomorphs are reported
in Ref. [95].

We conclude from Fig. 3(a) that there are strong corre-
lations whenever the temperature is above unity, which is
where the nematic phase becomes relevant. The isomorph
reference state points were selected to obey R > 0.9; from
here on R increases when density and temperature are in-
creased along each isomorph (except at the highest densities).
The Appendix gives details in the form of tables of the two
isomorphs studied, listing for each isomorph several state
points and the corresponding values of R and γ . Note that in-
variance of the physics along the isomorphs—the main focus
of this paper—is manifested already in Fig. 3(b) as regards
the orientational ordering because S2 is clearly approximately
isomorph-invariant. In particular, the phase boundary approx-
imately follows an isomorph [83,96]. Based on this, the
light blue triangles mark the expected isotropic-nematic phase
boundary. This gives an example of how isomorph theory may
be used for estimating the phase boundary by allowing one
to go beyond the numerical phase-boundary data of Ref. [94]
without having to perform extensive additional simulations.

Having established the phase diagram of the GB(3, 5, 2, 1)
model, we next define the quantities studied. We probed the
system’s dynamics at the different state points by calculating
the mean-square displacement (MSD) as a function of time,
as well as time-autocorrelation functions defined by

φA(t ) = 〈A(t0) · A(t0 + t )〉. (14)
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FIG. 3. Density-temperature phase diagram of the GB(3, 5, 2, 1)
model with (a) showing the virial potential-energy correlation
coefficient R [Eq. (4)] and (b) showing the second-order orientational
order parameter S2 [Eq. (12)]. Dark green triangles connected by
dark green dashed lines delimit the phase boundaries [94]. I stands
for the isotropic, N for the nematic, and S for the smectic phase.
The solid yellow curves are isomorphs not investigated further here
(results for these are presented in Ref. [95]); the two black curves are
isomorphs for which results are reported below, one in the isotropic
phase and one in the nematic phase. The light blue triangles mark
the isomorph that continues the I-N phase boundary numerical
data of Ref. [94]. The isomorphs were determined by numerical
integration of Eq. (10) starting from the following reference state
points marked by the red filled circles: (ρref , Tref ) = (0.25, 1.2),
(ρref , Tref ) = (0.27, 1.2), (ρref , Tref ) = (0.30, 1.2), (ρref , Tref ) =
(0.32, 1.2), (ρref , Tref ) = (0.33, 1.1), (ρref , Tref ) = (0.33, 1.2), and
(ρref , Tref ) = (0.35, 1.2).

Here A(t ) is a vector or scalar molecular property, and the
angular brackets denote an ensemble and particle average.
Below we evaluate Eq. (14) from simulations for A equal to
velocity, angular velocity, force, and torque. We also study
the first- and second-order orientational order-parameter time-
correlation function defined by

φl (t ) = 〈Pl [êi(t0) · êi(t0 + t )]〉, (15)

in which Pl is a Legendre polynomial (l = 1 and 2). To quan-
tify the structure, we measured the standard radial distribution
function, g(r), as well as the radial-distribution orientational
correlation function defined by

G2(r) ≡ 〈P2(êi · ê j )〉, (16)

where the angular brackets imply an average over all pairs of
molecules i and j that are the distance r apart.

V. RESULTS

This section investigates to which degree the reduced-unit
structure and dynamics are invariant along two isomorphs.
We present data for one isomorph in the isotropic phase
and one in the nematic phase (the black lines in Fig. 3). In
realistic models isomorph invariance is only approximate, so
in order to put the findings into perspective we compare the
results for each isomorph with results for the isochore defined
by the reference-state-point density (red points in Fig. 3)
with the same temperature variation as that of the isomorph.
For the isotropic-phase isomorph, the reference state point
is (ρref , T ) = (0.27, 1.2); here we cover a density variation
of about 40% with temperatures in the range 1.2 < T < 27.
For the nematic-phase isomorph, the reference state point is
(ρref , T ) = (0.33, 1.2); here the density varies by about 35%
with temperatures in the range 1.2 < T < 16.

Figure 4 provides data for the reduced-unit MSD along the
isochore and the isomorph in the isotropic and nematic phases,
respectively. The level of invariance in the center-of-mass
dynamics is clearly higher along the isomorph than along the
isochore. At long times, the MSD is proportional to time,
and the diffusion coefficients may be extracted from these
data. Figure 5 shows the reduced diffusion coefficient as a
function of temperature along the isochores and isomorphs—
approximate isomorph invariance is again clearly visible.

Next we show data for four time-autocorrelation func-
tions. Figure 6 gives in the two upper figures the velocity
(v) and angular velocity (ω) time-autocorrelation functions,
while the two lower figures give the force and torque time-
autocorrelation functions. As in Fig. 4, all functions are
given in reduced units as functions of the reduced time
t̃ . Overall, we see in both the isotropic and the nematic
phases good isomorph invariance and a sizable variation
along the corresponding isochores. The short-time angular
velocity and torque time-autocorrelation functions violate
isomorph invariance significantly, however. This is due to
the fact that the moment of inertia in the simulations was
kept fixed, implying that this quantity is not constant in
reduced units. As a consequence, the short-time ballistic
motion is not isomorph-invariant. At intermediate and long
times, we do find good isomorph invariance also for the ro-
tational time-autocorrelation functions; here the moment of
inertia plays little role for the dynamics, which for a given
molecule is dominated by interactions with the surrounding
GB molecules. A weaker but still clearly visible violation of
isomorph invariance occurs at short times for the force au-
tocorrelation function. In our understanding, this reflects the
fact that the density-scaling exponent γ changes with density
along an isomorph, resulting in a changing effective inverse-
power-law interaction. The lowest densities have the largest
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FIG. 4. Reduced mean-square displacement as a function of the reduced time t̃ along an isochore and an isomorph in the isotropic phase
(left) and likewise in the nematic phase (right). In both cases, the data collapse to a good approximation along the isomorph but not along the
isochore.

γ (see the Appendix), leading to the highest average force
squared coming from collisions. The collapse of the isochore
angular velocity time-autocorrelation functions at short times
is a consequence of the definition of reduced units, as is the
short-time reduced-unit MSD collapse.
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FIG. 5. Reduced diffusion coefficient as a function of temper-
ature along the isochores (upper panel) and the isomorphs (lower
panel). Approximate invariance in the latter case is clearly visible.

Figure 7 shows data for the first- and second-order ori-
entational time-autocorrelation function, again plotted as
functions of the reduced time. In the isotropic phase, these
functions go to zero at long times, confirming that there are
no preferred orientations. This is not the case, of course, in
the nematic phase. In both phases, we observe good isomorph
invariance. According to the phase diagram (Fig. 3), the iso-
chore defined from the nematic isomorph reference state point
enters the isotropic phase at high temperatures; this is reflected
in the figures by the fact that both time-autocorrelation func-
tions go to zero at long times as the temperature increases.

So far we have discussed different dynamic signals and
seen good isomorph invariance. The isomorph theory, how-
ever, also predicts that the reduced-unit structure should be
invariant. This is tested in Fig. 8, in which the upper panels
show the center-of-mass radial distribution function along
the isochores and isomorphs. The data are close to invariant
along the isomorph, though with visible deviations around
the first peak. This is often observed when isomorph theory
is tested over a large density range; it reflects a nonin-
variance arising when the density-scaling exponent γ varies
along the isomorph (similar to the noninvariance of the short-
time force time-autocorrelation function discussed above). A
large γ implies a large effective inverse-power-law exponent,
which decreases the probability of near contacts and is “com-
pensated” by a higher peak in order to arrive at the same
coordination number (defined by integration of the radial
distribution function over its first peak). This phenomenon
was recently rationalized in terms of isomorph invariance
of the so-called bridge function of liquid-state theory [97].
Confirming this interpretation, the highest first peaks along
the isomorphs correspond to the lowest densities where γ is
largest (see the Appendix).
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FIG. 6. The upper figures show the reduced-unit time-autocorrelation functions of the velocity v and the angular velocity ω along the
isochore and the isomorph in the isotropic (left) and the nematic phases (right). The lower figures show the analogous results for the reduced-
unit time-autocorrelation functions of the force f and the torque τ . The color codes are the same as in Fig. 4. Good isomorph invariance is
generally observed except for significant short-time deviations for the two rotational autocorrelation functions (see the text).

FIG. 7. The left figures show the first- and second-order orientational order parameter time-autocorrelation function in the isotropic phase;
the right figures show the same in the nematic phase. Good isomorph invariance is observed in both phases.
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FIG. 8. Reduced-unit radial distribution functions (upper figures) and radial-distribution orientational correlation function [Eq. (16), lower
figures] along the isochore and the isomorph in the isotropic (left) and nematic phases (right). Good isomorph invariance is observed in both
phases, with some deviation at the first peak (see the text).

Data for the orientational structure quantified in terms of
G2(r) are given in the lower panels of Fig. 8. In the nematic
phase, this function does not converge to zero at long times as
in the isotropic phase. Nevertheless, except for the first peak
in the isotropic phase, there is good isomorph invariance of
the structure. Note that the tail of G2(r) goes to zero as the
temperature is increased along the isochore in the nematic
phase. This reflects a phase transition into the isotropic phase.
In contrast, the tail is invariant as we increase the temperature
along the isomorph.

VI. CONCLUSIONS

When given in reduced units, the dynamic and structural
properties of the GB(3, 5, 2, 1) model are invariant to a good
approximation along isomorphs in both the isotropic and the
nematic phases, with some deviations at short times for ori-
entational time-autocorrelation functions reflecting that the
moment of inertia was assumed to be constant and thus
not isomorph-invariant in reduced units. In contrast, struc-
ture and dynamics are not invariant along isochores with
the same temperature variation. Overall, our findings confirm
isomorph-theory predictions and are consistent with the fact
that the calamitic GB(3, 5, 2, 1) model obeys hidden scale
invariance at relevant temperatures in both phases, i.e., has
a virial potential-energy correlation coefficient above 0.9. For
future work, it would be interesting to investigate the smectic
B phase of the model for which, based on Fig. 3, we expect
good isomorphs even at temperatures lower than unity.
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APPENDIX: ISOMORPH STATE POINTS

This Appendix provides details of the two isomorphs stud-
ied (Tables I and II), giving for each of these at several state
points: density, temperature, virial potential-energy correla-
tion coefficient R [Eq. (4)], and density-scaling exponent γ

[Eq. (10)].

TABLE I. Variation of density, temperature, correlation coeffi-
cient R, and density-scaling exponent γ for the state points on the
isotropic-phase isomorph generated from the reference state point
(ρref , Tref ) = (0.27, 1.2).

ρ T R γ

0.2700 1.2000 0.9077 8.4553
0.2727 1.3057 0.9158 8.5107
0.2754 1.4215 0.9231 8.5535
0.2782 1.5480 0.9285 8.5737
0.2810 1.6859 0.9330 8.5795
0.2838 1.8361 0.9367 8.5756
0.2866 1.9995 0.9396 8.5615
0.2895 2.1770 0.9416 8.5383
0.2924 2.3697 0.9433 8.5126
0.2953 2.5788 0.9445 8.4820
0.2982 2.8056 0.9457 8.4555
0.3012 3.0514 0.9461 8.4252
0.3042 3.3177 0.9467 8.3962
0.3073 3.6062 0.9469 8.3646
0.3104 3.9186 0.9468 8.3364
0.3135 4.2570 0.9469 8.3084
0.3166 4.6231 0.9465 8.2815
0.3198 5.0194 0.9463 8.2542
0.3230 5.4483 0.9460 8.2276
0.3262 5.9125 0.9456 8.2032
0.3295 6.4148 0.9450 8.1802
0.3327 6.9583 0.9446 8.1647
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TABLE I. (Continued.)

ρ T R γ

0.3361 7.5463 0.9442 8.1479
0.3394 8.1827 0.9436 8.1289
0.3428 8.8712 0.9428 8.1121
0.3463 9.6164 0.9423 8.0987
0.3497 10.4226 0.9416 8.0867
0.3532 11.2953 0.9410 8.0735
0.3567 12.2396 0.9403 8.0628
0.3603 13.2616 0.9396 8.0562
0.3639 14.3680 0.9390 8.0462
0.3676 15.5657 0.9383 8.0443
0.3712 16.8622 0.9376 8.0396
0.3749 18.2660 0.9370 8.0345
0.3787 19.7859 0.9362 8.0315
0.3825 21.4318 0.9356 8.0285
0.3863 23.2145 0.9350 8.0295
0.3902 25.1457 0.9342 8.0295
0.3941 27.2379 0.9335 8.0343

TABLE II. Variation of density, temperature, correlation coeffi-
cient R, and density-scaling exponent γ for the state points on the
nematic-phase isomorph generated from the reference state point
(ρref , Tref ) = (0.33, 1.2).

ρ T R γ

0.3300 1.2000 0.9169 8.2217
0.3333 1.3027 0.9230 8.2809
0.3366 1.4149 0.9274 8.3187
0.3400 1.5371 0.9315 8.3349
0.3434 1.6700 0.9342 8.3301
0.3468 1.8142 0.9359 8.3183
0.3503 1.9705 0.9375 8.2957
0.3538 2.1398 0.9385 8.2664
0.3573 2.3229 0.9389 8.2333
0.3609 2.5209 0.9393 8.2066
0.3645 2.7349 0.9394 8.1697
0.3682 2.9660 0.9392 8.1395
0.3719 3.2156 0.9393 8.1057
0.3756 3.4851 0.9387 8.0731
0.3793 3.7759 0.9384 8.0433
0.3831 4.0898 0.9375 8.0058
0.3870 4.4283 0.9367 7.9788
0.3908 4.7934 0.9362 7.9487
0.3947 5.1873 0.9354 7.9212
0.3987 5.6119 0.9345 7.8922
0.4027 6.0697 0.9337 7.8677
0.4067 6.5632 0.9321 7.8438
0.4108 7.0953 0.9315 7.8229
0.4149 7.6689 0.9306 7.7996
0.4190 8.2870 0.9296 7.7791
0.4232 8.9533 0.9286 7.7620
0.4274 9.6715 0.9277 7.7464
0.4317 10.4455 0.9264 7.7286
0.4360 11.2797 0.9258 7.7155
0.4404 12.1786 0.9244 7.6942
0.4448 13.1473 0.9232 7.6844
0.4492 14.1912 0.9223 7.6712
0.4537 15.3160 0.9209 7.6535
0.4583 16.5277 0.9197 7.6442
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Abstract: Physical aging deals with slow property changes over time caused by molecular rear-
rangements. This is relevant for non-crystalline materials such as polymers and inorganic glasses,
both in production and during subsequent use. The Narayanaswamy theory from 1971 describes
physical aging—an inherently nonlinear phenomenon—in terms of a linear convolution integral over
the so-called material time ξ. The resulting “Tool–Narayanaswamy (TN) formalism” is generally
recognized to provide an excellent description of physical aging for small, but still highly nonlin-
ear, temperature variations. The simplest version of the TN formalism is single-parameter aging
according to which the clock rate dξ/dt is an exponential function of the property monitored. For
temperature jumps starting from thermal equilibrium, this leads to a first-order differential equation
for property monitored, involving a system-specific function. The present paper shows analytically
that the solution to this equation to first order in the temperature variation has a universal expression
in terms of the zeroth-order solution, R0(t). Numerical data for a binary Lennard–Jones glass former
probing the potential energy confirm that, in the weakly nonlinear limit, the theory predicts aging
correctly from R0(t) (which by the fluctuation–dissipation theorem is the normalized equilibrium
potential-energy time-autocorrelation function).

Keywords: physical aging; binary Lennard-Jones glass former; first-order perturbation theory

1. Introduction

The properties of non-crystalline materials, such as polymers and inorganic glasses,
change slightly over time. In many cases, the aging is so slow that it cannot be observed,
but sometimes it results in unwanted degradation of material properties. When aging is
exclusively due to molecular rearrangements, with no chemical reactions involved, one
speaks about physical aging [1–14]. The present-day understanding of physical aging is
based on the century-old observation [15] that any glass is in an out-of-equilibrium state
and, as a consequence, relaxes continuously toward the equilibrium state.

During physical aging, the system’s volume decreases slightly. This reflects the fact
that the equilibrium metastable liquid is denser than the glass at the same temperature.
Likewise, the enthalpy decreases during aging. Both effects are extremely difficult to
observe because they are minute and take place over a very long time. Defining a glass
as any non-equilibrium state of a liquid resulting from a thermodynamic perturbation,
a good way of studying physical aging is the following: First, equilibrate the glass-forming
liquid at some “annealing” temperature just below the calorimetric glass-transition tem-
perature. Depending on the viscosity of the liquid, this may take long time—experiments
often study liquids at temperatures for which the equilibrium relaxation time is hours
or days [16–21]; if the equilibrium relaxation time is one day, annealing the sample for a
week ensures virtually complete thermal equilibrium. Once the sample has been equili-
brated, the temperature is changed rapidly to a new value and kept there for a time long
enough to allow for monitoring virtually the entire equilibration process. This defines an
“ideal aging experiment” [17,22]. Such an experiment requires the ability to monitor some
quantity accurately and continuously as a function of time, excellent temperature control,
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and the ability to change temperature rapidly [17]. Aging may be probed by measuring
any property that can be monitored precisely, e.g., the electrical capacitance at a partic-
ular frequency [21,23–26]; in conjunction with a Peltier-element-based fast and accurate
temperature control, this is our favorite method in Roskilde [21]. Other quantities that
have been monitored during physical aging include, e.g., density [27,28], enthalpy [29,30],
Young’s modulus [31], gas permeability [32], high-frequency mechanical moduli [16,33],
dc conductivity [2], X-ray photon correlation spectroscopy [34], and nonlinear dielectric
susceptibility [35].

The present paper develops the theory of aging by studying the so-called single-
parameter aging framework, which is the simplest realization of the concept of a material
time that controls aging in the Tool-–Narayanaswamy (TN) formalism [3]. An important
prediction of the TN formalism is that if the aging rate is known as a function of the
property monitored, knowledge of the linear limit of physical aging, e.g., following an
infinitesimal temperature jump, is enough to quantitatively determine the aging that results
from any time-dependent temperature variation. According to the fluctuation–dissipation
(FD) theorem, any linear-response property is determined by thermal-equilibrium fluc-
tuations quantified in terms of a time-autocorrelation function. The prospect for future
experimental investigations is that one can make quantitative predictions about aging from
the knowledge of equilibrium fluctuations.

Single-parameter aging results in a first-order differential equation for the normalized
relaxation function following a temperature jump [18]. This equation involves an a priori
unknown, system-specific function that determines the linear limit of aging. In order to
predict aging, however, it is enough to know the linear-limit relaxation function that, by
the FD theorem, is the relevant equilibrium time-autocorrelation function. This paper
derives an explicit expression for the weakly nonlinear limit of aging based on the relevant
equilibrium time-autocorrelation function. After developing the theory in Section 2, we
provide an example of how to calculate a quantity similar to the fragility of glass science in
Section 3; this section can be skipped in a first reading of the paper. The general first-order
solution to single-parameter aging following a temperature jump is derived in Section 4.
The validity of the formalism is illustrated in Section 5 by results from computer simulations
of a binary Lennard–Jones system; the final section provides a brief discussion.

2. The TN Formalism and Single-Parameter Aging

The quantity probed during aging is denoted by χ(t). Following a temperature jump
at t = 0, χ(t) gradually approaches its equilibrium value χeq at the new temperature T0.
We define the normalized relaxation function R(t) by

R(t) ≡ χ(t)− χeq

χ(0)− χeq
. (1)

By definition, R(t) is unity at t = 0 and approaches zero as t→ ∞. Thus for both tempera-
ture up and down jumps, R(t) is a decreasing function of time. In practice, in experiments
as well as simulations, there is always a rapid initial change of χ(t) immediately after t = 0
deriving from χ’s dependence on the fast, vibrational degrees of freedom and/or one or
more fast relaxation processes decoupled from the main and slowest (α) relaxation. For
this reason, workers in the field often normalize the relaxation function by defining R(t)
to be unity after the initial rapid change of χ(t). That is different from what is done in
Equation (1) and below, which is our preference because it avoids introducing the extra
parameter that comes from estimating the value of the short-time “plateau” of χ(t).

The TN material time is denoted by ξ. This quantity, which may be thought of as the
time measured on a clock with a clock rate γ(t) that changes as the material ages, is related
to the clock rate as follows

dξ = γ(t)dt . (2)
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According to the TN formalism, the material time ξ controls the physical aging in such a
way that the variation of χ, denoted by

∆χ(t) ≡ χ(t)− χeq , (3)

is a linear convolution integral over the temperature variation history T(t)− T0 in which T0
is the “reference” temperature [3,29].

Single-parameter aging (SPA) is the simplest version of the TN formalism [18]. SPA
assumes that the clock rate γ(t) is an exponential function of the monitored property, i.e.,

γ(t) = γeq exp
(

∆χ(t)
χ0

)
. (4)

Here, γeq is the equilibrium relaxation rate at T0 and χ0 is a constant with the same
dimension as χ. In conjunction with the TN prediction that physical aging is linear in the
temperature variation when formulated in terms of the material time, SPA may be applied
to any relatively small (continuous or discontinuous) temperature variation around T0,
not just for the discontinuous temperature jumps to which the below discussion is limited.
Since ∆χ(t) = ∆χ(0)R(t) by the definition of R(t), Equation (4) may be rewritten as

γ(t) = γeq exp
(

∆χ(0)
χ0

R(t)
)

. (5)

For temperature jumps the TN fundamental result is that [3,29]

R(t) = Φ(ξ) (6)

in which the function Φ(ξ) is the same for all temperature jumps of a given system. In
view of the nonlinearity of physical aging, this is a highly nontrivial prediction. Keeping in
mind the definition of γ(t) (Equation (2)), Equation (6) implies Ṙ(t) = Φ′(ξ)γ(t). Since,
according to Equation (6), ξ is the same function of R for all jumps, defining F(R) ≡
−Φ′(ξ(R)) leads to the “jump differential equation”

Ṙ(t) = −F(R)γ(t) = −γeq F(R) exp
(

∆χ(0)
χ0

R(t)
)

(7)

in which F(R) is the same function for all jumps of a given system. The negative sign in
the definition of F(R) is introduced in order to make F(R) positive.

Equation (7) has been confirmed in experiments on a silicone oil and several organic
liquids [18,20,21] aged to equilibrium just below their calorimetric glass transition tem-
perature. Even though the largest temperature jumps studied were just a few percent,
this is enough to exhibit a strongly nonlinear response with more than one decade of
relaxation-time variation. One experimental test of Equation (7) involved rewriting it
as [18,20]

− Ṙ(t)
γeq

exp
(
−∆χ(0)

χ0
R(t)

)
= F(R) (8)

and showing that the left-hand side is the same function of R for different jumps. A second
test confirmed the consequence of Equation (7) that the R(t) for an arbitrary jump may be
predicted from data of a single jump [18,20,21].

This paper develops the SPA formalism based on Equation (7) that, for simplicity, is
rewritten by adopting the unit system in which γeq = 1 at the temperature T0:

Ṙ = − F(R) eΛR (9)

with

Λ ≡ ∆χ(0)
χ0

. (10)
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3. Calculation of a Generalized Fragility

Each value of Λ leads to a unique solution denoted by R(t, Λ) of the jump differential
equation, Equation (9), with the initial condition R(0, Λ) = 1. As a first illustration of how
perturbation theory may be applied whenever |Λ| � 1, we determine the Λ dependence
of the average relaxation time defined by

τ(Λ) ≡
∫ ∞

0
R(t, Λ)dt . (11)

From τ(Λ), a fragility-like [36] parameter ma (subscript “a” for aging) may be defined by

ma ≡ −
d

dΛ
ln τ

∣∣∣∣
Λ=0

. (12)

The minus ensures that ma > 0 because Λ > 0 from Equation (9) leads to a faster relaxation.
We proceed to derive the following expression in which R0(t) ≡ R(t, Λ = 0)

ma =

∫ ∞
0 R2

0(t)dt∫ ∞
0 R0(t)dt

. (13)

Note that whenever 0 < R0(t) < 1, which is usually the case [18], one has ma < 1.
Note also that, since γeq(Λ) = exp(Λ) from Equation (9), the equilibrium relaxation time
τeq(Λ) ≡ 1/γeq(Λ) obeys d ln τeq = −dΛ. Using this, one can transform Equation (13)
into an expression for how the relative change of τ(Λ) from its value at T0 depends on the
relative change of the equilibrium relaxation time between the two temperatures involved
in the jump, i.e.,

d ln τ

d ln τeq

∣∣∣∣
T=T0

=

∫ ∞
0 R2

0(t)dt∫ ∞
0 R0(t)dt

= ma . (14)

The fact that ma < 1 is now intuitively obvious, since the graph of R(t) obviously falls
between the equilibrium relaxation function graphs at the two temperatures.

To derive Equation (13), note that Equation (9) implies dt = − exp(−ΛR) dR/F(R).
Thus

τ(Λ) = −
∫ 0

1

R e−ΛR

F(R)
dR =

∫ 1

0

R e−ΛR

F(R)
dR . (15)

From this we get

τ(Λ = 0) =
∫ 1

0

R
F(R)

dR . (16)

and

dτ

dΛ

∣∣∣∣
Λ=0

= −
∫ 1

0

R2

F(R)
dR . (17)

By substituting R = R0 into both integrals and switching back to time as the integration
variable, one finds

ma =

∫ 1
0

R2
0

F(R0)
dR0

∫ 1
0

R0
F(R0)

dR0
=

∫ ∞
0 R2

0(t) dt∫ ∞
0 R0(t) dt

. (18)

An alternative proof of Equation (13) makes use of an integral criterion derived in Ref. [18]
(Appendix A).

For the calculation of ma from experimental or computer simulation data on R0(t),
one proceeds as follows. Given a sequence of times (∆t, 2∆t, 3∆t, . . . , n∆t) at which the
equilibrium normalized relaxation function (R0,1, R0,2, R0,3, . . . , R0,n) is known, we have
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ma =
∑n

j=1 R2
0,j

∑n
j=1 R0,j

. (19)

As an example of the above, we consider the case in which the linear-limit relaxation
function is a stretched exponential with exponent β (for simplicity, a dimensionless time is
used below),

R0(t) = e−tβ
. (20)

Defining the function

f (α, β) =
∫ ∞

0
e−αtβ

dt , (21)

we have ma = f (2, β)/ f (1, β). Since

f (2, β) =
∫ ∞

0
e−2tβ

dt = 2−1/β
∫ ∞

0
e−2tβ

d(21/βt) = 2−1/β f (1, β) , (22)

we get

ma = 2−1/β . (23)

If the normalized relaxation function in the experimental time window is described by a
stretched exponential with the short-time plateau C < 1, i.e., by the function C exp(−tβ),
one finds

ma = C 2−1/β . (24)

4. Solving the Jump Differential Equation to First Order in the Temperature
Change ∆T

To find the solution, R(t, Λ), of the jump differential equation in first-order perturba-
tion theory we proceed as follows. A first-order expansion of R(t),

R(t) = R0(t) + ΛR1(t) , (25)

is substituted into Equation (9) where R0(t) is the normalized relaxation function cor-
responding to an infinitesimal jump, i.e., to the linear limit of aging (this function is
discussed below in Section 5.1). To first order in Λ, one has F(R) = F(R0) + F′(R0)ΛR1
and exp(ΛR) = 1 + ΛR = 1 + ΛR0. This results in

Ṙ0 + ΛṘ1 = −
(

F(R0) + F′(R0)ΛR1
)(

1 + ΛR0
)

, (26)

which leads to the following zeroth- and first-order equations:

Ṙ0 = −F(R0) (27)

Ṙ1 = −F(R0)R0 − F′(R0)R1 . (28)

Due to the zero-time normalization of both R(t) and R0(t), the initial condition of R1 is
R1(0) = 0. For t > 0, one has R1(t) < 0 because Λ > 0, as mentioned, implies a faster
relaxation toward equilibrium, i.e., R(t) < R0(t). Consequently, since R1(0) = R1(t →
∞) = 0, the function R1(t) is non-monotonous.

The solution to Equation (28), obeying the initial condition R1(0) = 0, is

R1(t) = Ṙ0(t)
∫ t

0
R0(t′)dt′ . (29)

To derive this, we proceed as follows. First, note that the inverse of R(t, Λ) is given by
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t(R, Λ) = −
∫ R

1
e−ΛR′ dR′

F(R′)
, (30)

which follows by rewriting Equation (9) as dt = − exp(−ΛR) dR/F(R) and integrating.
Next, we note that because R(t, 0) = R0(t), one has

R1(t) =

(
∂R
∂Λ

)

t
= −

(
∂t
∂Λ

)
R(

∂t
∂R

)
Λ

(31)

in which it here and henceforth is understood that all functions are evaluated at Λ = 0,
implying that one should put R = R0 in the final evaluations. Since dR0/F(R0) = −dt,
using Equation (30) the numerator is evaluated as follows

(
∂t
∂Λ

)

R
=
∫ R

1
R′

dR′

F(R′)
= −

∫ t

0
R0 dt′ . (32)

For Λ = 0, the denominator of Equation (31) is given by
(

∂t
∂R

)

Λ
=

1
Ṙ0(t)

. (33)

Combining these results, one arrives at Equation (29). To confirm that Equation (29) indeed
solves Equation (28), one differentiates:

Ṙ1(t) = R̈0(t)
∫ t

0
R0(t′)dt′ + Ṙ0(t)R0(t) . (34)

Since R̈0 = −F′(R0)Ṙ0 by Equation (27), we see that Ṙ1 = −F′(R0)R1 − F(R0)R0 as
required.

As an illustration, we show how Equation (29) leads to Equation (13). From Equations
(11), (12) and (25) one easily derives

ma = −
∫ ∞

0 R1(t)dt∫ ∞
0 R0(t)dt

. (35)

This is simplified by performing a partial integration:

−
∫ ∞

0
R1(t)dt = −

∫ ∞

0
Ṙ0(t)

(∫ t

0
R0(t′)dt′

)
dt

= −
[

R0(t)
(∫ t

0
R0(t′)dt′

)]∞

0
+
∫ ∞

0
R2

0(t)dt

=
∫ ∞

0
R2

0(t)dt . (36)

We thus arrive at Equation (13).

5. Numerical Results for a Binary Lennard–Jones Model
5.1. The Relevant Fluctuation–Dissipation Theorem

When the externally controlled variable is temperature itself, a slightly modified
derivation of the FD theorem is required [37]. In the end, however, the result looks much
like in the standard FD case: If ∆β(t) is the variation of β ≡ 1/kBT from its equilibrium
value at the reference temperature, δβ(t) ≡ β(t + dt)− β(t), and sharp brackets denote
standard canonical averages, the variation of the potential energy is given [37] by

∆U(t) = −〈(∆U)2〉∆β(t) +
∫ t

−∞
〈∆U(0)∆U(t− t′)〉 δβ(t′) . (37)
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Following a small inverse-temperature jump of magnitude ∆β, ∆U(t)→ −〈(∆U)2〉∆β for
t→ ∞. Since ∆β = −∆T0/kBT2

0 , this leads to the well-known Einstein expression for the
specific heat, c = 〈(∆U)2〉/kBT2

0 .
Equation (37) implies that the response to a jump at t = 0 for t > 0 is given by

∆U(t) =
[
−〈(∆U)2〉+ 〈∆U(0)∆U(t)〉

]
dβ (note that right after the temperature jump one

has ∆U(t) ∼= 0 because of continuity). Therefore, the linear-response normalized relaxation
function, R0(t), is given by

R0(t) =
∆U(t)− ∆U(t = ∞)

∆U(0)− ∆U(t = ∞)
=
〈∆U(0)∆U(t)〉
〈(∆U)2〉 . (38)

5.2. Simulation Results

We simulated the well-known Kob–Andersen binary Lennard–Jones (KA) 80/20 mix-
ture of A and B particles [38] with the standard Nose–Hoover thermostat [39] by means of
the GPU-software RUMD [40]. The pair potentials of the KA system are Lennard–Jones
potentials defined by vij(r) = εij[(σij/r)12 − (σij/r)6] (i, j = A, B) with the following pa-
rameters: σAA = 1, σAB = 0.80, σBB = 0.88, εAA = 1, εAB = 1.5, and εBB = 0.5. All masses
are set to unity. A system of N = 8000 particles was simulated. In the units based on σAA
and εAA, the time step was ∆t = 0.0025, and the thermostat relaxation time was 0.2. The
potentials were cut and shifted at rc = 2.5σij.

The potential-energy time-autocorrelation function appearing in Equation (38) was
calculated at the reference temperature T0 = 0.60 as follows. First, 107 time steps were
taken for equilibration, which was confirmed from two consecutive runs comparing the
self-part of the intermediate scattering function. After that, a run of 5× 106 time steps
was carried out, dumping the potential energy every 32 time steps. The potential-energy
time-autocorrelation function was calculated using Fast Fourier Transform as implemented
in RUMD [41].

In SPA, the constant Λ of Equation (9) is assumed to be proportional to the change
in the monitored property, in casu ∆U. Λ was determined using the integral criterion of
Ref. [18], which considers two jumps to the same temperature: an up and a down jump.
For this we used the jumps from the temperatures 0.55 and 0.65 to T0 = 0.60 [21], leading to

Λ =
∆U

0.0404
. (39)

Here, ∆U is the equilibrium potential energy at the starting temperature minus the corre-
sponding quantity at the final temperature (following the tradition in the field). The Λ of
Equation (39) was used for all predictions.

Temperature-jump simulations were carried out as follows. First, 5× 108 time steps
were taken to ensure equilibration at the starting temperature. A total of 1000 configurations
were generated from a subsequent 5× 108 simulation by dumping configurations every 219

time steps. This ensures that the configurations are statistically independent at the lowest
temperature studied (T = 0.50). For each of the 1000 configurations, an aging simulation
of 106 time steps was performed and the potential energy was dumped every eighth time
step. The curves shown in Figure 1 represent averages over these 1000 aging simulations.
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Figure 1. Results from computer simulations of the Kob–Andersen binary Lennard–Jones model.
The figures show the normalized relaxation function R(t) (Equations (25) and (29)) defined from the
potential energy U after a temperature jump at t = 0 starting from a state of thermal equilibrium (blue
filled circles): (a,b) show results for magnitude 0.10 temperature up and down jumps to the reference
temperature T0 = 0.60; (c,d) show results for magnitude 0.05 temperature up and down jumps to
T0 = 0.60; (e,f) show results for magnitude 0.03 temperature up and down jumps to T0 = 0.60. The
orange filled circles are the first-order predictions of the jump differential equation Equation (9) (given
in Equation (25) in which R0(t) is the normalized equilibrium potential-energy time-autocorrelation
function at T0 = 0.60, R1(t) is given by Equation (29), and Λ is given by Equation (39)). For reference,
in all figures R0(t) is plotted as small black filled circles.

The averages were smoothed using a Gaussian function. Each point represents an average cal-
culated over all the data points using Ravg(t) = ∑t′ R(t′)exp(−(t− t′)2/σ)/∑t′ exp(−(t− t′)2/σ)
in which t′ is the time-step number and σ = 15,000. In order to reduce the number of points
in Figure 1, the data were divided into 24 bins per decade.

Figure 1 shows the simulation results (blue circles) for the normalized relaxation
function of the potential energy for up and down jumps to T0 = 0.60. The orange circles are
the predictions of the first-order theory. In all figures the small black filled circles are the
normalized equilibrium potential-energy time-autocorrelation function at T0 = 0.60, which
is the linear-limit normalized relaxation function R0(t) (Equation (38)). This function is
faster than R(t) for up jumps and slower for down jumps. This is expected since relaxation
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is initially slow for the up jumps to T0 = 0.60 because the fictive temperature [3] in this
case is below 0.60, while the opposite happens for the down jumps to T0 = 0.60.

We see that the theory generally fits the data well, even for the fairly large temperature
jumps of magnitude 0.05. Deviations between prediction and simulations is observed for
larger up jumps, though. A similar pattern has been observed in experiments but there the
observed relaxation function is faster than predicted, not slower [21]. In both cases, these
deviations serve to emphasize that SPA does is not accurate for large jumps.

The TN formalism implies that the long-time decay of the normalized relaxation
function for infinitesimal jumps to different temperatures are identical except for an overall
scaling of the time, i.e., it obeys time–temperature superposition (TTS) [42]. In other words,
TTS is a necessary condition for TN to apply and thus, in particular, for SPA to apply. We
test TTS by plotting the normalized potential-energy time-autocorrelation functions R0(t)
at temperatures ranging from 0.50 to 0.70 (Figure 2a) and scaling these on the time axis
(Figure 2b). Except for the short-time signals that are not relevant to aging, we see that TTS
indeed applies to a very good approximation.
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Figure 2. Test of time–temperature superposition for the normalized potential-energy time-
autocorrelation function R0(t) at the temperatures indicated in the legends: (a) shows the simulation
data and (b) shows the same data empirically scaled on the time axis. We conclude that TTS applies
except at the shortest times.

6. Summary and Outlook

We solved the jump differential equation analytically to first order. The solution is
Equation (25) in which R1(t) is given by Equation (29). The solution does not explic-
itly involve the function F(R); indeed R1(t) has a universal expression in terms of the
zeroth-order solution, R0(t). Since the latter, by the fluctuation–dissipation theorem, is
an equilibrium time-autocorrelation function, our results imply that, within the single-
parameter aging scheme, knowledge of equilibrium fluctuations is enough to predict aging.
The expression of R1(t) relevant for the weakly nonlinear limit was confirmed by computer
simulations of the Kob–Andersen binary Lennard–Jones glass former monitoring the aging
of potential energy following temperature jumps of varying magnitudes.

For future development of the TN single-parameter aging formalism, it would be most
interesting to monitor the equilibrium fluctuations in experiments in order to check whether
aging is predicted correctly from these fluctuations. This is experimentally very challenging,
but should not be impossible. It would also be interesting to monitor other quantities in
simulations than the potential energy used here, although it should be mentioned that
many quantities relax in a very similar way for the Kob–Andersen system [43].
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Appendix A

Equation (13) is derived here from the integral criterion of Ref. [18] that considers
two jumps to the same temperature: an up and a down jump. For two small jumps of
same magnitude to the temperature T0, denoted by a and b, one has the two normalized
relaxation functions

Ra = R0 + ΛR1

Rb = R0 − ΛR1 . (A1)

The integral criterion [18] is
∫ ∞

0

(
eΛabRa − 1

)
dt +

∫ ∞

0

(
eΛbaRb − 1

)
dt = 0 . (A2)

Here, Λab = −Λba is the difference in the value of Λ jumping from above and below, imply-
ing that Λab = 2Λ and Λba = −2Λ. When Equation (A1) is substituted into Equation (A2),
we get

∫ ∞

0

(
e2Λ(R0+ΛR1) − 1

)
dt +

∫ ∞

0

(
e−2Λ(R0−ΛR1) − 1

)
dt = 0 . (A3)

Expanding to second order in Λ leads to
∫ ∞

0

(
2Λ(R0 + ΛR1) + 2Λ2R2

0 + (−2Λ(R0 −ΛR1)) + 2Λ2R2
0

)
dt = 0 . (A4)

This reduces to
∫ ∞

0

(
4Λ2R1 + 4Λ2R2

0

)
dt = 0 , (A5)

which implies Equation (36) and, therefore, Equation (13).
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Hidden scale invariance in the Gay-Berne model. II. Smectic-B phase
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This paper complements a previous study of the isotropic and nematic phases of the Gay-Berne liquid-
crystal model [Mehri et al., Phys. Rev. E 105, 064703 (2022)] with a study of its smectic-B phase found
at high density and low temperatures. We find also in this phase strong correlations between the virial and
potential-energy thermal fluctuations, reflecting hidden scale invariance and implying the existence of isomorphs.
The predicted approximate isomorph invariance of the physics is confirmed by simulations of the standard
and orientational radial distribution functions, the mean-square displacement as a function of time, and the
force, torque, velocity, angular velocity, and orientational time-autocorrelation functions. The regions of the
Gay-Berne model that are relevant for liquid-crystal experiments can thus fully be simplified via the isomorph
theory.

DOI: 10.1103/PhysRevE.107.044702

I. INTRODUCTION

Liquid crystals involve molecules with a high degree of
shape anisotropy [1,2]. This interesting state of matter is
relevant in many different contexts, ranging from display
applications to biological systems [3–5]. Depending on tem-
perature and pressure, the molecular anisotropy leads to
different structural phases, e.g., nematic and smectic phases
with long-range orientational ordering [1].

Gay-Berne (GB) models describe molecules of varying
shape anisotropy spanning from elongated ellipsoids to thin
disks, and GB models have become standard liquid-crystal
models [6]. The GB pair potential depends on four di-
mensionless parameters. This is reflected in the notation
GB(κ, κ ′, μ, ν) in which the four parameters quantify the
shape of the molecules and the strength of their interactions.
A previous paper studied the isotropic and nematic phases
of a GB model with parameters corresponding to rod-shaped
elongated molecules [7]. It was found that this model has
isomorphs in the isotropic and nematic phases, which are
curves in the thermodynamic phase diagram along which the
physics is approximately invariant. This paper presents a study
of the same GB model in its smectic-B phase, demonstrating
that isomorphs exist also here.

II. THE GAY-BERNE POTENTIAL
AND SIMULATION DETAILS

The GB(κ, κ ′, μ, ν) pair potential is characterized by the
following four dimensionless parameters: κ ≡ σe/σs, where
σe and σs are lengths, κ ′ ≡ εss/εee, where εss and εee are

*dyre@ruc.dk
†trondingebrigtsen@hotmail.com

energies, and two exponents μ and ν. The GB pair potential
vGB is defined as follows [6]:

vGB(ri j, êi, ê j ) = 4ε(r̂, êi, ê j )[(σs/ρi j )
12− (σs/ρi j )

6], (1a)

ρi j = ri j − σ (r̂, êi, ê j ) + σs. (1b)

Here, ri j is the distance between molecules i and j, r̂ ≡ ri j/ri j

is the unit vector from molecule i to molecule j, and êi and ê j

are unit vectors along the major axes of the molecules. The
GB molecule mimics an ellipsoid of two diameters, σs and σe.
Specifically, one defines

σ (r̂, êi, ê j ) = σs

[
1 − χ

2

(
(êi · r̂ + ê j · r̂)2

1 + χ (êi · ê j )

+ (êi · r̂ − ê j · r̂)2

1 − χ (êi · ê j )

)]−1/2

, (2a)

χ = κ2 − 1

κ2 + 1
. (2b)

Here, χ is a shape anisotropy parameter, and κ quantifies
the molecular asymmetry such that κ = 1 (χ = 0) represents
spherical molecules, κ → ∞ (χ → 1) corresponds to very
long rods, and κ → 0 (χ → −1) corresponds to very thin
disks. The energy term is given by

ε(r̂, êi, ê j ) = ε0 (ε1(êi, ê j ))ν (ε2(r̂, êi, ê j ))μ, (3a)

in which

ε1(êi, ê j ) = (1 − χ2(êi · ê j )
2)−1/2, (3b)

ε2(r̂, êi, ê j ) = 1 − χ ′

2

(
(êi · r̂ + ê j · r̂)2

1 + χ ′(êi · ê j )

+ (êi · r̂ − ê j · r̂)2

1 − χ ′(êi · ê j )

)
. (3c)

2470-0045/2023/107(4)/044702(6) 044702-1 ©2023 American Physical Society
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FIG. 1. Snapshot of the smectic-B phase at density 0.4 and tem-
perature 1.2. A color coding is introduced here to visualize the
individual planes.

Here,

χ ′ = κ ′1/μ − 1

κ ′1/μ + 1
(3d)

is an energy anisotropy parameter. The energies εss and εee

are the well depths of the potential in the side-side and end-
end configurations, respectively. Unless otherwise stated, σs

defines the length and ε0 defines the energy unit used below.
We simulated a system of 1372 particles of the

GB(3, 5, 2, 1) model studied previously in Ref. [7]. The GB
pair potential was cut and shifted at rc = 4.0, and the time
step used was �t = 0.001. The standard NV T Nosé-Hoover
algorithm was used for the center-of-mass motion and the
Fincham algorithm was used for the rotational motion [8,9].
Different thermostats were applied for the translational and
rotational motions [7]. The molecular moment of inertia was
set to unity. A homemade code for graphics processing unit
(GPU) computing was used; at each simulated state point,
20×106 time steps were taken to equilibrate the system before
the production run of 67×106 time steps.

If R ≡ (r1, . . . , rN ) is the vector of particle coordinates
and ρ ≡ N/V is the particle density, the microscopic virial
W (R) is defined by W (R) ≡ ∂U (R)/∂ ln ρ in which the den-
sity is changed by a uniform scaling of all particle coordinates.
For an inverse power-law pair potential, v(r) = ε(r/σ )−n, it is
easy to see that this implies that W (R) is a sum of pair virial
contributions equal to (n/3)v(r). Because the vectors r̂, êi,
and ê j do not change under a uniform expansion, a related
result applies for the GB pair potential. Specifically, the GB
pair virial is 4ε(r̂, êi, ê j )[4(σs/ρi j )12 − 2(σs/ρi j )6](r/ρi j ) and
the total microscopic virial W (R) is calculated as the sum of
all pair virials.

The GB(3,5,2,1) phase diagram is shown in Fig. 3 of
Ref. [7]. Figure 1 shows a snapshot of the system at equi-
librium in the smectic-B phase.

III. PROPERTIES STUDIED

The quantities evaluated numerically in this paper are as
follows: the standard radial distribution function g(r) [10,11],
the below-defined orientational radial distribution function
Gl (r) (l = 2) [11–14], and a number of single-molecule time-
autocorrelation functions [15,16]. The latter two observables
are defined by

Gl (r) = 〈Pl (êi · ê j )〉, (4)

φA(t ) = 〈A(t0) · A(t0 + t )〉. (5)

Here, Pl is the lth Legendre polynomial, A(t ) is a vector
defined for each molecule, and the angular brackets denote
an ensemble and particle average, which in the case of Gl (r)
is restricted to pairs of particles the distance r apart. We study
the cases of A being the velocity, angular velocity, force, and
torque. We also study the first- and second-order molecular
orientational order parameter time-autocorrelation functions
defined by

φl (t ) = 〈Pl (êi(t0) · êi(t0 + t ))〉. (6)

IV. R-SIMPLE SYSTEMS AND ISOMORPHS

The virial W quantifies the part of the pressure p that
derives from molecular interactions via the defining iden-
tity pV = NkBT + W . Liquids and solids may be classified
according to the degree of correlation between the constant-
volume thermal-equilibrium fluctuations of virial W and
potential energy U [17]. “R-simple systems” are those with
strong WU correlations; such systems are simple because
their thermodynamic phase diagram is basically one dimen-
sional in regard to structure and dynamics [17–20]. The
“isomorph theory” of R-simple systems was developed over
the last decade [21,22].

The WU Pearson correlation coefficient (which depends on
the state point in question) is defined by

R = 〈�W �U 〉√
〈(�W )2〉〈(�U )2〉

. (7)

Here, � gives the deviation from the equilibrium mean value.
Many systems, including the standard Lennard-Jones and
Yukawa fluids, have strong WU correlations in their liquid
and solid phases, whereas R usually decreases significantly
for densities below the critical density [23]. A system is con-
sidered to be R-simple whenever R > 0.9 at the state points of
interest [21]. This is a pragmatic criterion, however, and, e.g.,
the simulations presented in this paper go below this value at
high temperatures without significantly affecting the degree of
isomorph invariance.

As mentioned, R-simple systems have curves in the
phase diagram along which structure and dynamics are ap-
proximately invariant. These curves are termed isomorphs.
Isomorph invariance applies when data are presented in so-
called reduced units. These units, which in contrast to ordinary
units are state-point dependent, are given by letting the density
ρ define the length unit l0, the temperature define the energy
unit e0, and density and thermal velocity define the time
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unit t0,

l0 = ρ−1/3, e0 = kBT, t0 = ρ−1/3
√

m/kBT . (8)

Here, m is the molecule mass. Quantities made dimensionless
by reference to these units are termed “reduced” and marked
with a tilde.

Strong virial potential-energy correlations arise whenever
hidden scale invariance applies. This is the condition that the
potential-energy ordering of same-density configurations is
maintained under a uniform scaling of all coordinates [24].
This is formally expressed as follows:

U (Ra ) < U (Rb) ⇒ U (λRa ) < U (λRb), (9)

in which λ is a scaling factor. Consider two configurations
with the same potential energy, i.e., U (Ra ) = U (Rb). After a
uniform scaling one has by Eq. (9) U (λRa ) = U (λRb). By
taking the derivative of this with respect to λ one derives
W (Ra ) = W (Rb) [24]. Thus the same potential energy implies
the same virial, resulting in a 100% correlation between the
W and U constant-volume fluctuations. For realistic systems,
Eq. (9) is fulfilled only approximately, however, and one
rarely experiences perfect virial potential-energy correlations
[this only applies when U (R) is an Euler-homogeneous func-
tion].

Recall that a system’s entropy S is equal to that of an ideal
gas at the same density and temperature plus an “excess” term
deriving from the intermolecular interactions: S = Sid + Sex.
It can be shown that Eq. (9) implies that the reduced structure
and dynamics are invariant along the lines of constant excess
entropy; these are by definition the system’s isomorphs [24].
The so-called density-scaling exponent γ is defined by

γ ≡
(

∂ ln T

∂ ln ρ

)
Sex

= 〈�W �U 〉
〈(�U )2〉 . (10)

The second equality here is a general identity [22], which
is useful when the system is R-simple because Eq. (10) can
then be applied for tracing out isomorphs without knowing the
equation of state. For the simple Euler algorithm this is done
by proceeding as follows. At a given state point (ρ1, T1), by
means of Eq. (10) one calculates γ from the equilibrium fluc-
tuations of the potential energy and virial. From Eq. (10) one
then predicts the temperature T2 with the property that (ρ2, T2)
is on the same isomorph as (ρ1, T1). If γ = 7, for instance, for
a 1% density increase a 7% temperature increase will ensure
that the new state point is on the same isomorph. In the sim-
ulations of this paper, in order to increase the accuracy of the
generated isomorph, following Ref. [25] we used instead the
fourth-order Runge-Kutta algorithm for solving numerically
Eq. (10) (involving density changes of order 1%). The result-
ing isomorph state points are given in Table I. We note that
the density-scaling exponent is generally significantly larger
than for point-particle Lennard-Jones models where it is in the
range 4–6. This must be a consequence of the spherical asym-
metry because the same increase has been seen, e.g., for the
asymmetric dumbbell and Lewis-Wahnström ortho-terphenyl
models built of Lennard-Jones particles [18,21,26]. A quanti-
tative explanation of this is missing, however, because a full
isomorph theory of molecules is still not available.

TABLE I. Variation of density ρ, temperature T , virial potential-
energy correlation coefficient R [Eq. (7)], and density-scaling
exponent γ [Eq. (10)] for nine state points on the isomorph generated
from the reference state point (ρ, T ) = (0.4, 0.4).

ρ T R γ

0.400 0.400 0.956 9.46
0.416 0.578 0.946 9.04
0.433 0.823 0.936 8.74
0.451 1.160 0.925 8.50
0.469 1.619 0.905 8.28
0.488 2.240 0.887 8.06
0.508 3.079 0.868 7.92
0.529 4.211 0.854 7.85
0.550 5.770 0.854 8.00

V. STRUCTURE AND DYNAMICS MONITORED ALONG
AN ISOCHORE AND AN ISOMORPH

We begin the study by presenting results for the mean-
square displacement as a function of time, which is predicted
to be isomorph invariant in reduced units. Figure 2 shows
the results along the ρ = 0.4 isochore (upper panel) and the
isomorph generated from the reference state point (ρ, T ) =
(0.4, 0.4) (lower panel), in both cases for the same nine tem-
peratures. The isomorph data involve state points of more
than a third density change and more than a factor of 10
temperature change (Table I). Note that the smectic-B phase of
the GB(5,3,2,1) model is found at higher densities than those
of the isotropic and nematic phases studied in Ref. [7].

FIG. 2. Reduced mean-square displacement as a function of
reduced time along the ρ = 0.4 isochore and along the iso-
morph generated from the reference state point (ρ, T ) = (0.4, 0.4)
(Table I).
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FIG. 3. Structure along the isochore and the isomorph probed via
the standard radial distribution function (upper panels) and the orien-
tational radial distribution function defined in Eq. (4) (lower panels),
in both cases plotted as a function of the reduced pair distance r̃. The
colors used here and henceforth for the different temperatures are the
same as those of Fig. 2.

The low-temperature state points along the isochore of
Fig. 2 are in the solid state as evident from the fact that the
long-time mean-square displacement is constant. The high-
temperature isochore state points, on the other hand, show
diffusive long-time behavior and are liquid. The fact that all
mean-square displacement data collapse at short times in the
ballistic regime for both the isochore and the isomorph is
a consequence of the use of reduced units, which leads to
a reduced-unit thermal velocity that is the same at all state
points. For the isomorph data, we see a fairly good collapse
at all times, not just at short times. The minor deviations
from perfect collapse are consistent with the fact that the
virial potential-energy correlation coefficient R is not very
close to unity; in fact, R goes below 0.9 at the four highest
temperatures (Table I). This feature might have to do with
the short-time librational motion of the rods, which as shown
below does not scale well in the isomorph sense.

Figure 3 shows reduced-unit data for the radial distribu-
tion function g(r) and the orientational radial distribution
function G2(r) [Eq. (4)] along the same isochore and iso-
morph. Figure 3 shows no invariance along the isochore, but
fair invariance along the isomorph. An exception to this is
the highest temperature isomorph radial distribution function
that deviates notably from the eight others. We have found
that at this (and higher) temperatures, the smectic-B phase
undergoes a further transition involving a tilt of the aver-
age molecular orientation with respect to the smectic layers,
similar to what has been reported by de Miguel et al. [11].
Interestingly, this does not affect the isomorph invariance of
quantities other than the radial distribution function [com-
pare the G2(r) data of Fig. 3, as well as the data of later
figures].

Returning to dynamic properties, the normalized force
and torque time-autocorrelation functions, i.e., the functions
φA(t )/φA(0) of Eq. (5) for A equal to the force and torque

FIG. 4. Normalized force (upper panels) and torque (lower pan-
els) time-autocorrelation functions along the same isochore and
isomorph as in the previous figures, plotted as functions of reduced
time t̃ .

on the individual particles, respectively, are shown in Fig. 4
as functions of the reduced time. Near-perfect scaling is ob-
served for both functions along the isomorph, but not along
the isochore.

Figure 5 shows the first- and second-order orientational
time-autocorrelation functions along the isochore and iso-
morph. These functions both decay to zero at the highest
density studied on the isochore, which is not the case for the
isomorph along which invariant dynamics is observed.

We finish the study by showing the normalized velocity
and angular velocity time-autocorrelation functions in Fig. 6.
Again, good isomorph invariance is observed at all times,
though with minor deviation at intermediate times for the
velocity time-autocorrelation function.

FIG. 5. First- and second-order orientational order parameter
time-autocorrelation functions along the isochore and isomorph,
plotted as functions of reduced time.
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FIG. 6. Normalized velocity and angular velocity time-
autocorrelation functions along the isochore and isomorph, plotted
as functions of reduced time.

VI. SUMMARY

We have shown that the isomorph theory can be used to
understand GB liquid crystals in the smectic-B phase, because
the thermodynamic phase diagram is here effectively one
dimensional in the sense that the reduced-unit structure and
dynamics are approximately invariant along the isomorphs.
Our previous paper [7] showed that the same applies for the
isotropic and nematic phases of the GB(3,5,2,1) model. This
means that most of the GB(3,5,2,1) phase diagram is effec-
tively one dimensional in regard to structure and dynamics.
We note that this property is not limited to a particular GB

model; thus an earlier publication demonstrated the existence
of isomorphs in the GB(0.345,0.2,1,2) model that forms a
discotic liquid-crystal phase at low temperatures [27]. The GB
potential is unique in the field of liquid-crystal models in that
through a gradual reduction of the parameters χ and χ ′ of
Eqs. (2) and (3), the Lennard-Jones potential is recovered. It
is an interesting question whether one would find isomorph
invariance behavior in other models of rods, such as a rigid
line of Lennard-Jones interaction centers.

We demonstrated above that the GB(3,5,2,1) model ex-
hibits good invariance of the reduced-unit structure and
dynamics along the studied isomorph. In conjunction with
our previous study [7], the existence of isomorphs in the GB
model can now be used to explain the observed behavior
of liquid crystals, for instance, the so-called density scaling,
which is the fact that the reduced dynamics is invariant along
lines of constant ργ /T [28,29]. Studies remain to investigate
whether other smectic phases of the GB model also exhibit
strong virial potential-energy correlations and thus the ex-
istence of isomorphs. It would be interesting, in particular,
to investigate the effect of varying the moment of inertia,
given the fact that fixing this quantity upon a density change
formally violates isomorph invariance of the dynamics, but
was found above to have little effect in practice. Also, it would
be interesting to investigate systematically the vast parameter
space of the GB potential from the hidden-scale-invariance
perspective.
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